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ABSTRACT: Intermolecular vibrations of amino acid crystals occur in the THz, or far-infrared, region of the electromagnetic spectrum. We have measured the THz and Raman spectra of D L-leucine as well as two polymorphs of D L-valine, the spectroscopic properties of which have not previously been compared. Theoretical modeling of intermolecular vibrations in hydrophobic amino acids is challenging because the van der Waals interactions between molecules are not accounted for in standard density functional theory. Therefore, to calculate the vibrational modes, we used a recently developed approach that includes these nonlocal electron correlation forces. We discuss methods for comparing results from different theoretical models using metrics other than calculated vibrational frequency and intensity, and we also report a new approach enabling concise comparison of vibrational modes that involve complicated mixtures of inter- and intramolecular displacements.

INTRODUCTION

Hydrophobic amino acids interact with their chemical environment through a combination of electrostatic, hydrogen bonding, dipole, induced dipole, and dispersion forces, each of which have their own characteristic energy scale and distance dependence. Spectroscopy of the intermolecular vibrations in crystalline hydrophobic amino acids provides a direct measurement of the dynamics resulting from the interplay of all of these forces. The connections between intermolecular forces and the specific motions of amino acid molecules are interesting in their own right and also relevant to understanding the behavior of proteins and other important biomolecules.

For example, the vibrations of amino acid functional groups in dipeptide nanotubes may facilitate transport of molecules through the nanotube structures in a manner analogous to that of pores in biological membranes. Additionally, the temperature threshold at which amino acid functional-group dynamics become anharmonic has been shown to be a property of the specific type of functional group involved, with implications for the interactions between particular functional groups and their chemical environments. Some of these interactions can be observed as perturbations of dynamics that occur on a picosecond time scale, making spectroscopy in the THz frequency range an ideal probe. Recent research has shown that the motion of liquid water molecules at these frequencies is affected by the presence of dissolved amino acids in a manner that depends on the hydrophobicity of the solvated amino acid.

IR-active intermolecular dynamics of crystalline amino acids occur in the 0.1–5 THz frequency range and may be measured directly using THz time-domain spectroscopy (THz-TDS). The high sensitivity of this technique to the molecular interactions in a crystal lattice has found many uses, such as identifying polymorphs in pharmaceutical settings, quantifying the ratio of substances in mixtures, distinguishing between very similar cocrystalline structures, and observing solid—solid phase transitions. Differences in the lattice dynamics of racemic and enantiopure crystals of the same amino acid are readily observable using THz-TDS. Polypeptides have also been studied using this method. Other researchers have used THz-TDS to study the interactions between hydrophobic peptides and cocrystallized water. Some THz-TDS experiments have recorded spectra as some external parameter is varied, such as the rotation angle of single crystals, isotopic substitution, or temperature. Recent advances in THz-TDS polarimetry will begin to enable broadband measurement of vibrational circular dichroism at these frequencies.

In addition to THz-TDS, the Raman shifts of intermolecular vibrations can be observed over a similar spectral range, although this requires measurements close to the Rayleigh line. Raman spectra of solid L-valine have been measured as a function of temperature between 17 and 300 K. Measurements of low-frequency vibrations in L-valine at temperatures from 300 to 423 K have been made using both Raman and inelastic neutron scattering spectroscopy. The pressure dependence of D L-valine Raman spectra has also been measured. Raman spectroscopy has also been used to study the low-frequency vibrations of several amino acids (including L- and D L-valine) whose crystal lattice has been perturbed by exposure to γ radiation or the addition of metal dopants.
Rather than relying on external perturbations, we chose to compare the intermolecular vibrations of similar systems that differ from one another in a limited number of structural aspects. The three systems studied are all racemates of either valine or leucine, whose chemical structures are illustrated in Figure 1. There are two polymorphs of solid-state DL-valine, the monoclinic and triclinic forms. Only one polymorph of DL-leucine is known to exist; it has a triclinic unit cell with an overall lattice structure that shares many features with the triclinic DL-valine polymorph. The crystallographic properties of these systems are listed in Table 1.

Several aliphatic amino acids, including valine and leucine, crystallize in layered structures with alternating regions of hydrophilic and hydrophobic interactions. This pattern is illustrated in Figure 2A, where the regions of interactions between hydrophobic − R groups are highlighted in pale red and regions of hydrophilic interactions are highlighted in light blue. In other literature, these regions have sometimes been described as either layers or sheets. In the current work, however, we use the term “layer” to refer to a slab comprised of entire molecules as shown in Figure 2B where the alternating layers of molecules are highlighted in purple and orange. This is in contrast to slabs involving either hydrophobic or hydrophilic interaction regions such as illustrated in Figure 2A.

Two hydrogen bond patterns have been observed in racemic hydrophobic amino acid crystals and are described as the LD−LD and L1−D1 configurations. In the LD−LD case, each layer of molecules contains both the L- and D-enantiomers. In structures with L1−D1 layers, only one enantiomer is present in each layer. Computational models indicate that the hydrogen bond network in LD−LD crystals is energetically preferred and that the L1−D1 layer structure is only observed where − R group steric considerations make the hydrogen bond network associated with L1−D1 layers the best available option. This is the case for the − R groups of both valine and leucine (isopropyl and isobutyl, respectively), and as a consequence, each of the three systems discussed in the current work have molecules organized in the L1−D1 configuration. This can be seen in Figure 2B, where the layers highlighted in purple are made of L-valine molecules and those highlighted in orange are D-valine only.

The geometrical characteristics of the L1−D1 layers and their relationship to the unit cell parameters of these crystals are illustrated in Figure 3. Important atoms are labeled in Figure 3A. Each amino acid molecule has one ammonium group that acts as a donor of three hydrogen bonds. Two of these hydrogen bonds are within a layer of molecules, and the third

---

Table 1. Crystallographic Unit Cell Dimensions

<table>
<thead>
<tr>
<th>compound</th>
<th>lattice system</th>
<th>space group</th>
<th>Z</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>α</th>
<th>β</th>
<th>γ</th>
<th>temp.</th>
<th>CSD ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL-leucine</td>
<td>triclinic</td>
<td>P1</td>
<td>2</td>
<td>5.15</td>
<td>5.40</td>
<td>13.99</td>
<td>86.6</td>
<td>96.8</td>
<td>111.5</td>
<td>R.T.</td>
<td>DLEUC03</td>
</tr>
<tr>
<td>DL-valine</td>
<td>triclinic</td>
<td>P1</td>
<td>2</td>
<td>5.23</td>
<td>5.42</td>
<td>10.83</td>
<td>90.8</td>
<td>92.3</td>
<td>110.0</td>
<td>100 K</td>
<td>VALIDL03</td>
</tr>
<tr>
<td>monoclinic</td>
<td>monoclinic</td>
<td>P2 / c</td>
<td>4</td>
<td>5.21</td>
<td>5.41</td>
<td>22.10</td>
<td>90</td>
<td>90</td>
<td>109.2</td>
<td>R.T.</td>
<td>VALIDL</td>
</tr>
</tbody>
</table>

*All crystal structures were retrieved from the Cambridge Structural Database. The labels given to the unit cell vectors of the DL-leucine and monoclinic DL-valine structures have been redefined here to match the labeling system of the triclinic DL-valine structure for consistency and ease of comparison.*
joints the two layers. The layers are parallel to the a−b plane. Figure 3 shows the hydrogen bonds of the top layer of molecules in yellow-orange and the hydrogen bonds within the bottom layer in green. Bonds between layers are shown in purple. There are two oxygen atoms in each molecule. The atom labeled O1 accepts a single, intralayer hydrogen bond. Atom O2 accepts two hydrogen bonds; one is within the layer, and the other is between layers. The a and b unit cell vectors are largely determined by the hydrogen bond network, as can be seen in Figure 3B. On the other hand, the magnitude and orientation of vector c are primarily indicative of the optimal stacking orientation of the hydrophobic portions of the molecules, which are illustrated in Figure 3C.

The choice of molecular crystals that share the same hydrogen bond structure allows strategic comparisons to be made. Inspection of Figure 2A suggests that, by comparing the intermolecular vibrations of DL-leucine and the triclinic form of DL-valine, it may be possible to isolate effects that are due to the difference in −R groups. The comparison between the intermolecular vibrations of triclinic and monoclinic DL-valine allows for a somewhat more subtle difference to be investigated. As can be seen in Figure 2B, the same −R group (and in the same conformation) is present in both systems, and the hydrogen bond network is the same for both polymorphs. As a result, intralayer hydrophobic forces are probably very similar in both polymorphs, as well as the intra- and interlayer hydrophilic forces. This leaves the interlayer hydrophobic forces as the primary difference between these two systems.

### EXPERIMENTAL METHODS

**Recrystallization and Powder XRD.** Both monoclinic and triclinic polymorphs of DL-valine are reported in the Cambridge Crystallographic database. In a previous work, we studied DL-valine which had been recrystallized by slow evaporation; this material was identified as the triclinic polymorph. However, it is also possible to work with the monoclinic polymorph at ambient pressure and a variety of temperatures. For the current work, we determined which polymorph is formed under a variety of crystallization scenarios using a Bruker-AXS D8 focus diffractometer to measure powder X-ray diffraction (XRD) spectra. The results are summarized below, and powder X-ray diffraction (XRD) spectra are found in the Supporting Information (SI).

1. Stock DL-valine (obtained from Fluka) is the monoclinic polymorph (Figure S1A).
2. Fast recrystallization of the stock DL-valine from aqueous solution (50 g/L) in an oven at 80 °C yields the monoclinic polymorph (Figure S1B).
3. Slow recrystallization of stock DL-valine from a dilute solution at room temperature yields the triclinic polymorph (Figure S1C). Concentrations between 2.0 g/L and 7.5 g/L were tested, all of which resulted in the formation of the triclinic polymorph when allowed to recrystallize slowly.
4. A solution created by mixing equivalent quantities (25 g/L each) of D-valine and L-valine (both obtained from Alfa-Aesar) always leads to the formation of the triclinic polymorph (Figure S1D), even when the recrystallization is carried out rapidly at 80 °C.

These experiments suggest that microscopic seed crystals of the monoclinic form of DL-valine persist in solution until a suitable level of dilution is reached. When the racemate was prepared by dissolving equal quantities of the pure enantiomers in water, the triclinic polymorph was obtained at all temperatures and concentrations investigated. This implies that recrystallizing a sample of triclinic DL-valine into the monoclinic polymorph would require adjusting an experimental parameter other than those investigated here, perhaps the identity of the solvent. The fact that commercially available DL-valine arrives in the monoclinic form must be due to the specific process(es) through which the material is synthesized, extracted, or purified. There are many examples in the literature of measurements involving solid DL-valine where the polymorph that was used is not specified. Our results indicate that research involving crystalline or even aqueous DL-valine should consider the polymorphism issue with care.
THz Time-Domain Spectroscopy. Recrystallized materials were pulverized using a ball mill for 3 min to obtain fine polycrystalline powders with average crystallite size significantly less than 50 μm. For the THz measurements, these powders were pressed into thin pellets with a 13 mm diameter die. Under 3.5 kbar of pressure, approximately 100 mg of powder yielded a pellet about 400 μm thick. The samples were mounted in a cryostat, and the propagation of THz light through the pellet and through a clear aperture was measured alternately. Reference and sample spectra were each obtained at room temperature and 80 K.

A detailed description of the THz spectrometer and the principles of its operation are available elsewhere. The current measurements were made using a Ti:sapphire laser (KM Laboratories Griffin) as the source of ultrafast (~50 fs) optical pulses with a central wavelength of 800 nm. Half of this beam was used for THz light generation with an interrogated photoconductive antenna (Batop iPCA-21-05-1000-800-h). A square wave (±10 V at 30 kHz) was used to bias the emitter as well as to provide a reference signal for lock-in detection. The other half of the optical beam was directed to an identical photoconductive antenna for THz detection. The electric field of the THz pulse was mapped over a 30 ps window in the time domain. In the frequency domain, these measurements have a resolution of approximately 0.035 THz. The amino acid pellets were not thick enough to allow truncation of THz pulses reflected inside the sample, and thus the absorption coefficients were determined by using a method that accounts for the reflections. Representative time-domain reference and sample spectra are included in the SI.

Raman Spectroscopy. Raman measurements were made using an argon-ion laser (Spectra-Physics Stabilite 2017) operating at 488 nm. Samples consisted of polycrystalline material that was pulverized in the same manner as for the XRD and THz measurements. Scattered light was passed through a SPEX 1403 Ramalog double spectrometer and an attached SPEX 1442U third monochromator accessory. In this configuration, it was possible to measure spectral features with Raman shifts less than 0.5 THz (~15 cm⁻¹) from the Rayleigh line. Known laser plasma lines were used for final calibration of the frequency axis of the spectra. These lines have been numerically removed from the reported measurements, but the unmodified spectra are included in the SI.

COMPUTATIONAL METHODS

Using theory to interpret the vibrational spectra of these systems requires an accurate model of the multidimensional potential energy surface. The need to include both hydrophobic and hydrophilic interactions makes the task particularly demanding. It is now de rigueur to model molecular crystals and their low-frequency vibrations using density functional theory (DFT) with infinite periodic boundary conditions, although this method is computationally expensive for systems with large numbers of atoms. It is sometimes possible to investigate noncovalent interactions in molecular crystals by calculating the properties of increasingly large clusters of their constituent molecules. Periodic-boundary DFT calculations have previously been carried out on solid-state hydrophobic amino acids and polypeptides, but those studies did not focus on low-frequency intermolecular vibrations. Accurately modeling these vibrations requires that the calculated optimized structure have extremely small residual forces, although it is possible to use DFT to calculate THz absorption spectra that closely match experiments.

A particular challenge when modeling intermolecular vibrations of hydrophobic amino acids is including the effects of van der Waals forces that result from long-range electron correlation. Standard DFT methods do not account for these dispersion interactions. One approach to including them is DFT-D, which adds an empirically determined scalar correction term to standard DFT calculations. This method has recently been used to model THz spectra of molecular crystals with good agreement. A second approach, which is available in the SIESTA DFT software package, that was first implemented for sheets and slabs but it has more recently been modified for use with systems of any geometry.

Unlike many other methods of incorporating dispersion interactions in DFT, vdW-DF is intended to be nonempirical. It uses a standard generalized gradient approximation (GGA) functional to calculate electron exchange energy, and the local part of the correlation energy is calculated using the local density approximation (LDA). The nonlocal correlation energy is calculated through a function that depends on the electron densities, the density gradients, and the spatial separation of pairs of points in the system being modeled. This allows a self-consistent calculation of the nonlocal correlation energy as a function of the electron density. The overall vdW-DF functional is therefore an approximation of the true exchange-correlation functional with—in principle—no need for corrections from outside of density functional theory. In weakly bound systems that are not well-modeled with standard DFT methods, the vdW-DF functional has been shown to have a level of accuracy on par not only with DFT-D but ab initio methods such as MP2 and CCSD(T) as well. While the computational cost of MP2, CCSD(T), and other post-Hartree-Fock methods increases very rapidly for larger systems, vdW-DF scales as O(N³), which is the same scaling order as most traditional DFT calculations. The version of the SIESTA DFT software used in our calculations has an efficient implementation of vdW-DF, and the increase in computational cost relative to a standard DFT calculation is minimal. A comparison of a large variety of methods incorporating van der Waals interactions in DFT has recently been published.

The original version of vdW-DF uses the revPBE (revised Perdew–Burke–Ernzerhof) functional to calculate the exchange energy of a system. In practice, however, the use of other exchange functionals has been shown to increase the accuracy of calculations on a variety of systems. Therefore, we chose a variation of vdW-DF advocated by Klimeš et al., which uses an underlying exchange functional known as optB88. While the term vdW-DF might technically refer only to the original revPBE-based version, for convenience we use the term to refer to the optB88 variant as well. In addition, to be consistent with the terminology used by the developers of vdW-DF, we refer to the quantum-mechanical, long-range electron correlation as van der Waals interactions, but they are more precisely described as London dispersion interactions.

Calculations were carried out using version 3.0 (revision 367) of SIESTA. The Atomic Simulation Environment (ASE) package of Python programming modules was used for writing scripts for pre- and postprocessing the DFT calculations. SIESTA uses numerical atomic orbitals as a basis
set, and we used a double-ζ, double-polarized (DZDP) basis for all calculations. In these calculations, the wave functions and electron density are projected onto a real-space grid. A cutoff energy of 1000 Ry was chosen for this grid, corresponding to a separation between grid points of roughly 0.05 Å and a total number of points on the order of $1 \times 10^6$ for the systems being modeled.

The initial coordinates used in the calculations were obtained from the Cambridge Crystallographic Database. The specific database entries that were used are listed in Table 1. The first stage of each calculation was the optimization of these atomic positions to find the configuration with minimum interatomic forces. In all of our calculations, the unit cell geometry was optimized concurrently with the atomic positions. We compiled and ran SIESTA on clusters of Intel Xeon 5400 or 5500 series processors at the Yale High Performance Computing Center. A typical geometry optimization calculation ran on 64 or 128 CPU cores and required roughly 24–48 h of wall time (actual time elapsed) to locate the optimal geometry using the modified Broyden’s quasi-Newton—Raphson algorithm. The convergence conditions were: (1) the maximum force experienced by any atom is less than 0.002 eV/Å and (2) the maximum unit cell stress tensor element is less than 1.0 MPa (0.01 kbar, ~10 atm) in magnitude. Example input files are included in the SI.

### Calculation of Vibrational Mode Frequencies and IR Intensities.

In the current work, the harmonic vibrational modes of each system were determined using the finite-difference method of calculating the force-constant matrix. Each atom in the unit cell was individually displaced from its equilibrium position in the positive and negative direction along each Cartesian axis by 0.02 Å while leaving the other atoms fixed. Repeating the calculations with displacements between 0.01 Å and 0.04 Å yielded essentially identical results.

In addition to determining the force constant matrix, the macroscopic polarization of the system was calculated using the Berry phase approach. This allows for the calculation of the Born effective charge tensor for each atom:

$$Z_{ij}^{\tau} = V \frac{\partial P_i}{\partial r_{1j}}$$

where $P_i$ is the macroscopic polarization in the $i$ direction when atom $\tau$ undergoes displacement $r$ along the $j$ axis in a system with unit cell volume $V$. (The asterisk in this notation is to indicate that the quantity is an effective charge, not that it is a complex conjugate.) The Born effective charge tensor equivalently represents:

$$Z_{ij}^{\tau} = \frac{\partial E_j}{\partial E_i}$$

where $E_j$ is the force experienced in the $j$ direction by atom $\tau$ in the presence of $E_i$ a macroscopic electric field in the $i$ direction.

The connection between the Born effective charge tensors and the IR activity of a given mode is as follows. If the normal-mode coordinate of vibrational mode $m$ is denoted $Q_{m}$, then the IR activity of the mode, $I_m$, can be expressed as:

$$I_m \propto \sum_{\tau=1}^{N} \left( \frac{\partial P_i}{\partial Q_m} \right)^2$$

where $i$ again refers to one of the three Cartesian directions. The change in polarization as displacement occurs along this normal-mode coordinate is:

$$\frac{\partial P_i}{\partial Q_m} = \sum_{k=1}^{3N} \frac{\partial P_i}{\partial r_k} X_{k,m}$$

where $X_{k,m}$ represents the normal mode $m$ in terms of each of its $3N$ Cartesian displacement coordinates $r_k$. This can equivalently be expressed as:

$$\frac{\partial P_i}{\partial Q_m} = \sum_{j=1}^{3} \sum_{\tau=1}^{N} \frac{\partial P_i}{\partial r_{j,\tau}} X_{j,\tau,m}$$

where $j$ is a Cartesian direction and $\tau$ is one of the atoms in the unit cell. (The Cartesian displacements of the normal mode have been reshaped from the $3N \times 1$ array $X_{k,m}$ to the $N \times 3$ array $X_{j,\tau,m}$.) Combining eq 5 with eq 3, and then employing the definition of the Born effective charge tensor (eq 1), yields the relative IR absorption intensities:

$$I_m \propto \sum_{i=1}^{3} \sum_{\tau=1}^{N} (Z_{ij}^{\tau})^2$$

For computational efficiency, the calculation of the force constants and polarizations was divided into $N$ jobs executed in parallel (where $N$ is the number of atoms per unit cell); each job calculated the force constants and Born effective charge tensor for a particular atom. For DL-leucine and the triclinic form of DL-valine (44 and 38 atoms per cell, respectively) each of these calculations were typically carried out on eight processors and required roughly 3 h of wall time. In the case of monoclinic DL-valine (76 atoms per cell), each job typically ran on 32 processors and also required approximately 3 h of wall time. The total computational cost (optimization and IR-activity steps) of the calculations was approximately 0.5 CPU-years for the triclinic systems and 1.5 CPU-years for the larger monoclinic system. Each calculation was carried out several times to check for convergence of various parameters.

### RESULTS

**Spectroscopic Measurements.** The THz absorption spectra are reported in Figure 4. The ordinate is the Naperian power absorption coefficient, which is conventionally reported on a per-centimeter basis. The features observed are listed in Table 2. The frequency, fwhm, and amplitude of peaks were obtained using multipeak fitting with Lorentzian lineshapes. When fitting THz-TDS spectra, an extra Lorentzian was included to model the strong absorptions that are partly visible at the upper limit of the usable frequency range of the spectrometer. This approach also accounted for the rising absorption present in the room temperature spectra.

At 80 K (thick lines in Figure 4), both DL-valine polymorphs have an absorption peak at 1.73 THz. In the case of the triclinic polymorph, the frequency of the peak has blueshifted slightly from a room temperature value of 1.70 THz, but in the monoclinic system, the feature seems to have actually redshifted from 1.75 THz. Monoclinic DL-valine has an additional peak at 0.85 THz in the room temperature spectrum that blueshifts to 0.90 THz at 80 K. The room temperature absorption spectrum of DL-leucine has peaks at 1.37 and 1.87 THz as well as a broader absorption at approximately 2.25 THz. When the sample is cooled to 80 K, all of these features...
blueshift and narrow. In all of the THz spectra, there are indications of very strong absorptions that occur at frequencies just above the upper limit of the usable experimental bandwidth. As the temperature is reduced, these absorptions all appear to blueshift, sharpen, or both.

The Raman spectra of DL-leucine and both DL-valine polymorphs were measured at room temperature over the range 0.5—7.0 THz (∼15—235 cm⁻¹) and are shown in Figure 5. The spectra of the two DL-valine polymorphs are remarkably similar aside from the extra peak (at 1.19 THz) in the spectrum of the monoclinic system. The three lowest-frequency modes in the DL-leucine spectrum appear in a similar pattern to those in the triclinic valine spectrum, only they are shifted to lower frequencies. Observed features are listed in Table 2. Each Raman spectrum was fit using a set of Lorentzian functions, with excellent agreement. A Lorentzian function centered at 0 THz was included to account for the Rayleigh scattering signal. An example of the fitting procedure is available in the SI.

**Optimized Unit Cell Geometries.** An accurate DFT model should reproduce the unit cell parameters of the system being studied. However, many DFT studies of hydrophobic amino acids find that the unit cell vector normal to the layers of molecules is substantially longer than the crystallographic value, which reflects the absence of van der Waals interactions in those models. In the current work, the calculated unit cell of each of the three systems agrees extremely well with the crystallographic data. The a and b vectors determined in each vdW-DF calculation are within a few hundredths of an angstrom of the experimental values (Table 3). The c vector of each of the three systems is actually shorter than the crystallographic value. However, this makes sense given that the calculations are a model of the system at 0 K. In the Supporting Information of our previous work we noted that for i-valine unit cell, which also has a layer structure, most of the decrease in unit cell size at low temperature occurs along the vector normal to these layers, which would be analogous to the c vector of the systems here.

It is worth pointing out that symmetry was not enforced in any of our calculations. For example, the monoclinic form of DL-valine was not constrained to have a unit cell with two 90° angles, but the calculation nonetheless locates an optimal geometry that retains the experimental symmetry.

**Calculated Vibrational Frequencies and IR Intensities.** The computational model accurately reproduces the number of low-frequency IR-active peaks and their relative intensities in each of the three systems, as illustrated in Figure 5A–C. It is not practically feasible to calculate the Raman activity of the vibrational modes using the methods at hand. However, each of

### Table 2. Spectral Features Observed in the THz-TDS (IR Absorption) and Raman Scattering Measurements

<table>
<thead>
<tr>
<th>measurement</th>
<th>DL-valine (monoclinic)</th>
<th>DL-valine (triclinic)</th>
<th>DL-leucine (triclinic)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>frequency</td>
<td>fwhm</td>
<td>amplitude</td>
</tr>
<tr>
<td>IR absorption (at 80 K)</td>
<td>0.90</td>
<td>0.07</td>
<td>27.5</td>
</tr>
<tr>
<td></td>
<td>1.73</td>
<td>0.11</td>
<td>69.5</td>
</tr>
<tr>
<td>IR absorption (room temp.)</td>
<td>0.85</td>
<td>0.09</td>
<td>22.7</td>
</tr>
<tr>
<td></td>
<td>1.75</td>
<td>0.31</td>
<td>37.9</td>
</tr>
<tr>
<td>Raman scattering (room temp.)</td>
<td>1.19</td>
<td>0.11</td>
<td>49.2</td>
</tr>
<tr>
<td></td>
<td>1.37</td>
<td>0.10</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>1.78</td>
<td>0.13</td>
<td>32.4</td>
</tr>
<tr>
<td></td>
<td>2.02</td>
<td>0.11</td>
<td>29.4</td>
</tr>
<tr>
<td></td>
<td>3.00</td>
<td>0.19</td>
<td>23.8</td>
</tr>
<tr>
<td></td>
<td>3.39</td>
<td>0.49</td>
<td>41.1</td>
</tr>
<tr>
<td></td>
<td>4.07</td>
<td>0.57</td>
<td>23.9</td>
</tr>
<tr>
<td></td>
<td>5.22</td>
<td>0.42</td>
<td>15.5</td>
</tr>
<tr>
<td></td>
<td>6.35</td>
<td>0.39</td>
<td>9.7</td>
</tr>
</tbody>
</table>

*Frequency and fwhm of peaks are in units of THz. The IR power absorption coefficient has units of cm⁻¹ (Naperian absorption per cm, not to be confused with wavenumbers), while the Raman scattering intensities are scaled relative to the strongest peak in each spectrum.*
the crystal systems studied is centrosymmetric, meaning that all vibrational modes are expected to be either IR-active or Raman-active but not both. Therefore, in Figure 5D−F, the frequencies of the Raman-active modes are indicated with thin black bars below each spectrum.

The calculated vibrational frequencies are all higher than observed, so they have been scaled by a factor of 0.9 in Figure 5 and elsewhere. Linear scaling factors are often used to account for overestimation of vibrational frequencies in DFT, including in modeled THz spectra. The origin of the overestimation is usually presumed to be anharmonicity that is not accounted for by the calculation. However, although a frequency-scaling factor may improve the apparent agreement with experimental spectra, the anharmonicity and temperature dependence of intermolecular vibrations in molecular crystals is mode-specific. There is no reason to expect that a single scaling factor will be appropriate for all vibrations. Instead, analyzing the underlying motion of the calculated vibrational modes must be a

Table 3. Comparison of Calculated and Experimental (in Bold) Unit Cell Dimensions

<table>
<thead>
<tr>
<th>compound</th>
<th>DFT model and software</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>α</th>
<th>β</th>
<th>γ</th>
<th>vol. (Å³)</th>
<th>temp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL-leucine (triclinic)</td>
<td>vDW-DF (SIESTA)</td>
<td>5.07</td>
<td>5.43</td>
<td>13.54</td>
<td>88.71</td>
<td>95.56</td>
<td>112.85</td>
<td>341.9</td>
<td>0 K</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.15</td>
<td>5.40</td>
<td>13.99</td>
<td>86.58</td>
<td>96.76</td>
<td>111.47</td>
<td>359.6</td>
<td>R.T.</td>
</tr>
<tr>
<td>DL-valine (triclinic)</td>
<td>PBE (GAUSSIAN)</td>
<td>5.31</td>
<td>5.46</td>
<td>11.66</td>
<td>90.97</td>
<td>93.03</td>
<td>110.10</td>
<td>317.2</td>
<td>0 K</td>
</tr>
<tr>
<td></td>
<td>PBE (SIESTA)</td>
<td>5.41</td>
<td>5.46</td>
<td>11.69</td>
<td>92.17</td>
<td>92.03</td>
<td>110.17</td>
<td>323.7</td>
<td>0 K</td>
</tr>
<tr>
<td></td>
<td>vDW-DF (SIESTA)</td>
<td>5.20</td>
<td>5.45</td>
<td>10.59</td>
<td>90.67</td>
<td>91.55</td>
<td>110.74</td>
<td>280.6</td>
<td>0 K</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.23</td>
<td>5.42</td>
<td>10.83</td>
<td>90.83</td>
<td>92.29</td>
<td>110.01</td>
<td>287.8</td>
<td>100 K</td>
</tr>
<tr>
<td>DL-valine (monoclinic)</td>
<td>vDW-DF (SIESTA)</td>
<td>5.17</td>
<td>5.45</td>
<td>24.18</td>
<td>90.00</td>
<td>90.00</td>
<td>110.37</td>
<td>567.8</td>
<td>0 K</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.21</td>
<td>5.41</td>
<td>22.1</td>
<td>90</td>
<td>90</td>
<td>109.2</td>
<td>588.3</td>
<td>R.T.</td>
</tr>
</tbody>
</table>

*The Cambridge Spectral Database (CSD) IDs of the experimental structures are given in Table 1. To distinguish among DFT calculations, some specifics of the particular model and software used are included in parentheses. The results of this calculation were reported in our previous work and are included here for comparison.*
prerequisite to evaluating the accuracy of a calculation and making peak assignments. The first step in this process is to obtain useful descriptions of these modes, which becomes difficult when they involve several dozen atoms and have a combination of intra- and intermolecular character. Methods of addressing this problem are described below.

**Eigenvector Projections.** Since there exists a tremendous number of DFT variations and other computational methods, it is very important to have the ability to compare results from different calculations. However, it is not always clear what the most informative comparison may be. Factors to consider include similarity of unit cell parameters, relative deviations of optimized atomic positions from crystallographic values, comparison of vibrational frequencies and intensities, and so on. We propose a new method of comparison, one that is quantitative, but also visual and concise.

Since the goal is to model vibrational modes, the most relevant objects to compare are the dynamical matrices obtained from the various calculations. While the common practice of comparing the normal-mode frequencies of two or more calculations reveals some of this information, these scalar quantities do not provide insight into the actual character of the underlying motions. The greater part of the dynamical information is contained in the eigenvectors. One way to use this information in a comparison is to project the eigenvectors of one calculation into the basis of eigenvectors from a second calculation. To some extent, the resulting matrix is similar to the Duschinsky rotation matrix $J$ in the expression $Q = JQ' + K$, where $Q$ and $Q'$ are the normal modes of a system in two different electronic states and $K$ is a displacement vector. In this case, $J$ is the transformation matrix that describes the linear combinations of vibrations needed to connect $Q$ and $Q'$.

In the present context of comparing eigenvectors from two different calculations, we consider a matrix in which each row is a normal mode of one calculation expressed in the basis of the normal modes of the other calculation. Each of the grids in Figure 6 represents the “$J$ matrix” that connects two different sets of eigenvectors. They are arrays of row vectors that represent one set of eigenvectors as a series of coefficients of eigenvectors from a different calculation. The rows are normalized such that the sum of squares of the elements equals 1 and each square on the grid is shaded such that white corresponds to 0 and black to 1. Any difference in equilibrium coordinates of the atoms in each calculation is minimized by optimally rotating one set of coordinates on to the other. Therefore, we do not explicitly consider any $K$ vector in this procedure. Although the current application is simply a concise method of comparing results from different calculations, it might also be possible to purposely vary some calculation parameter so that $J$ has a well-defined physical interpretation.

As an example of the method, in Figure 6A the eigenvectors of the triclinic DL-valine calculated in our previous work using Gaussian software and the PBE exchange–correlation functional are represented in the basis of eigenvectors determined with a new calculation with SIESTA, also using the PBE functional (i.e., no van der Waals forces are included in either calculation). Diagonal elements indicate that nearly identical modes appear in both calculations and in the same frequency order. Elements that are off diagonal yet black indicate that the same mode occurs in both calculations but the frequency order differs (for example, mode 8 in the Gaussian calculation corresponds to mode 9 in the SIESTA one).

The gray elements near the middle of the grid in Figure 6A indicate that a description of modes 7 or 9 from the Gaussian calculation requires a linear combination of eigenvectors 7 and 8 from the SIESTA calculation. The fact that these modes can be well-described using only two modes from the basis-set eigenvectors indicates that the great majority of the underlying motion of these modes occur in both calculations. In general, Figure 6A reveals that, despite the fact that SIESTA employs pseudopotentials instead of explicit core electrons as well as a...
different kind and number of basis functions, the two sets of eigenvectors obtained are quite similar.

Having established that SIESTA largely reproduces the Gaussian results when both use the PBE functional, we next compare the results from the SIESTA PBE calculation with the SIESTA vdW-DF calculation. As can be seen in Figure 6B, some of the same modes appear in both calculations: Modes 2, 10, and 12 for example. But other vibrations (such as PBE modes 1 and 3) can only be described in the vdW-DF basis by using a linear combination of many eigenvectors. This illustrates a much more important difference than would be revealed by comparing the two calculated IR spectra or vibrational frequencies. While some modes occurring in both calculations have merely shifted in terms of relative frequency, other modes are unique to the particular computational model. In a previous paper we showed that a calculation using a unit cell constrained to the crystallographic values, which are often measured at temperatures far from 0 K, yields vibrations that do not exist in the set of modes from a calculation using an optimized unit cell (atomic positions within the unit cell are optimized in both cases). An unoptimized unit cell calculation effectively represents the system under some arbitrary, anisotropic external stress; the structure is not at equilibrium within the physics of the theory being employed. The stress experienced by the unoptimized unit cell depends on several factors, such as how much the experimental unit cell vectors differ from what their values would be at 0 K or the inadequacies of the theoretical model. Even a small amount of stress will be significant in a situation where many vibrational modes occur with frequencies that differ by only a few cm$^{-1}$ (tens of GHz). Figure 6C underscores this point by projecting the eigenvectors from a fixed-cell calculation into the basis of eigenvectors from the relaxed cell calculation (both sets of eigenvectors are those obtained using Gaussian in our previous work). The eigenvectors from all calculations mentioned are included in the SI.

**DISCUSSION**

**Descriptions of Intermolecular Vibrations.** The collective motions of crystalline molecules are often referred to as lattice modes or external vibrations, but in the broadest terms they are phonons. A phonon is a quasi-particle with a wavevector $k$ that describes the relative phase of atomic displacements in adjacent unit cells. The vibrations we have modeled correspond to the subset of phonons with $k = 0$; in other words, the displacements in all unit cells are in phase, which is a requirement for most optical measurements. However, we use the term “intermolecular vibration” because it highlights the molecular aspect of the discussion and also makes it easier to contrast motions that primarily involve intramolecular displacements. The molecules in the systems that we studied are not rigid, and thus there is no sharp distinction between vibrations that are purely intermolecular and purely intramolecular. In spite of this, we find the terminology of rigid motion to be useful even in describing...
vibrations that have substantial intramolecular components. This somewhat surprising observation is discussed in detail below.

In the rigid molecule approximation, intermolecular vibrational modes take the form of librations (hindered rotations) and center-of-mass translations. Librational modes can be thought of in terms of a molecule in a potential well of the form $V(\phi)$, where $\phi$ is the angle of rotation around a particular axis. The specific form of this potential is determined by the intermolecular forces involved.$^{65}$ For naphthalene crystals under the rigid molecule approximation, it has been estimated that molecules librate through approximately 4° and have center-of-mass displacements of roughly 0.02 Å at room temperature.$^{68}$

**Factor Group Analysis.** The basic selection rules for intermolecular vibrational modes in molecular crystals can be determined using factor group analysis.$^{69,70}$ The space group of DL-leucine and the triclinic form of DL-valine is $P2_1/c$ (C$_i$ in Schoenflies notation; space group number 2), and both of these systems have two C$_1$ molecules located at sites that are related by inversion. This configuration leads to 3A$_g$ + 3A$_u$ translational modes, and there are another 3A$_g$ + 3A$_u$ torsional modes derived from the rotational degrees of freedom. The three A$_g$ modes correspond to displacements of both molecules in the same direction simultaneously. These are acoustic phonon modes that have zero frequency at $k = 0$. Therefore, the remaining relevant intermolecular vibrations are 3A$_g$ + 6A$_u$. The 3A$_g$ modes derive from the rotational degrees of freedom, and there are 3A$_g$ translational and 3A$_u$ rotational modes. A$_g$ modes are IR-active and A$_u$ modes Raman-active.

The space group of the monoclinic DL-valine system is $P2_1/\overline{1}$ (C$\bar{2}$$_1$ in Schoenflies notation; space group number 14). There are four sites that are filled using symmetry operations on a single C$_1$ molecule. This configuration results in translational representations 3A$_g$ + 3A$_u$ + 3B$_g$ + 3B$_u$. The rotational degrees of freedom also have representations 3A$_g$ + 3A$_u$ + 3B$_g$ + 3B$_u$. In this case, the acoustic modes are A$_g$ + 2B$_g$, leaving 6A$_u$ + 5A$_u$ + 6B$_g$ + 4B$_u$. Since the P2$_1/c$ system has an inversion center, the A$_g$ and B$_g$ modes are IR-active, and the A$_u$ and B$_u$ modes are Raman-active. (The "B" indicates that the screw-axis translation operation has a character of $-1$ instead of $1$, which is its value for the A$_g$ and A$_u$ modes.)

While factor group analysis of these systems provides general predictions about their IR and Raman spectra, these alone are not enough to ensure that peak assignments can be made rigorously. For example, although factor group analysis dictates that a certain number of intramolecular modes will be IR or Raman-active, there is no reason that some of the lower-frequency intramolecular modes cannot occur in the same spectral range as these modes. This is further complicated by the fact that molecules are not actually rigid and the resulting vibrational modes are a mixture of inter- and intramolecular motions. To address the difficulty of making peak assignments, as well as to find quantitative descriptions of the calculated vibrational motions, we have developed the methods described below to analyze calculated results as well as to effectively compare results obtained from different models.

**Quantifying the Nature of Complicated Vibrations.** In addition to comparing results from different theoretical models as described above, there exists a need to succinctly characterize aspects of the vibrational modes beyond their frequencies and intensities. In Figure 7, the motion of the calculated low-frequency vibrations of DL-valine and DL-leucine are depicted in the manner described in our previous work.$^{20}$ The IR-active vibrations are indicated with a box around the mode number, and the other modes are Raman-active based on the symmetry of the systems. In both DL-leucine and triclinic DL-valine, the lowest-frequency IR-active modes all have significant intramolecular character (gray bars), and the intermolecular character is entirely librational (orange bars). The intermolecular character of the low-frequency Raman-active modes consists of translational (green bars) as well as librational displacements.

For DL-leucine (Figure 7A), the modes that are IR-active have no translational component, as expected. Any translational motion that is antisymmetric with respect to inversion results in a net center-of-mass displacement for the unit cell. In the simplest picture, the three intermolecular IR-active modes would be the antisymmetric rigid librations. However, even the lowest-frequency vibration (mode 1) has ~40% intramolecular character, and the intramolecular component is even larger for the next IR-active vibrations, modes 4 and 7.

Based on factor group symmetry, one would expect DL-leucine to have three translational and three librational Raman-active modes. As can be seen in Figure 7A, DL-leucine modes 2 and 3 have very similar overall character, the largest component of which is translational. Figure 5D indicates that the calculated frequencies of these vibrations are also quite close (1.75 and 1.82 THz). The third vibration with notable translational motion (mode 8) occurs at higher frequency than the first two (3.06 THz) and has a much larger intramolecular component. This leaves the three expected librational Raman-active modes to consider. There are, in fact, three vibrations that fit this description to a certain extent: modes 5, 6, and 10. Interestingly, mode 6 has more intramolecular character than mode 10, despite occurring at significantly lower frequency.

Triclinic DL-valine, having a unit cell analogous to DL-leucine, might be expected to have roughly the same set of vibrations. However, this is only partly evident in Figure 7B. The IR-active modes again have no translational character. Mode 2 of triclinic DL-valine has a ratio of intramolecular and rotational motion that is very similar to mode 1 of DL-leucine. This is slightly less true for triclinic DL-valine mode 5 and DL-leucine mode 4. Mode 9 of triclinic DL-valine looks very similar in character to DL-leucine mode 7, although the IR activities of these two modes (Figure 5A,B) are very different.

Like DL-leucine, the two lowest-frequency Raman-active modes of triclinic DL-valine are predominantly translational. However, mode 1 of triclinic DL-valine has a substantial rotational component, while mode 3 is almost entirely translational. The third translational mode expected from factor group theory is not apparent in Figure 7B. Instead, modes 4, 6, 7, and 10 all have modest translational components. A similar situation exists for the librational modes: two vibrations (modes 4 and 8) have large rotational components, but there is no obvious third Raman-active mode that could be considered substantially librational.

In addition to comparing the behavior of the slightly different molecules in the two triclinic systems, it is also informative to compare the character of modes in the two DL-valine polymorphs (Figure 7B,C). Because monoclinic DL-valine has four molecules in the unit cell instead of two, it is possible for that system to have antisymmetric translational displacements that are not acoustic (i.e., do not have a net center-of-mass displacement). This can be seen in Figure 7C, where modes 1, 2, and 4 are predominantly translational but have IR-active
symmetry. However, only mode 2 has significant calculated IR intensity; this agrees with the experimental THz absorption spectrum in Figure 5C.

In modes 6 and 7 of monoclinic DL-valine, not every molecule in the unit cell appears to have exactly the same type of motion, unlike all of the other vibrations depicted in Figure 7. This is most likely a result of their nearly identical calculated frequencies (1.74 and 1.75 THz) and the fact that no symmetry was enforced during the calculation of the force constant matrix. Ignoring this slight mixing, mode 7 in the monoclinic system has a combination of intramolecular and librational character that is similar to that of mode 2 of triclinic DL-valine. These modes also have very similar calculated frequencies (and appear to coincide with absorptions in the experimental spectra in Figure 5B). Modes 13 and 15 of monoclinic DL-valine both appear to be similar in character to triclinic DL-valine mode 5, although the calculated IR activity of mode 15 (monoclinic) is a much closer match.

**New Method of Quantifying Vibrational Character.**

The quantified character of the vibrations shown in Figure 7 allows for general comparisons to be made among modes, but deeper analysis requires additional details. For example, it is possible for two modes (such as triclinic DL-valine mode 9 and DL-leucine mode 7) to have similar percentages of the different types of motion but actually involve different degrees of freedom. This is especially true given the large variety of intramolecular motions that are possible.

To make comparisons between different molecular systems or between results of different calculations, it is useful to have information that is as specific as possible without being impractical or esoteric. In what follows, we describe an approach that allows the presentation of detailed vibrational character that is not only quantitatively rich but also concise and intuitive. There are other methods of visualizing various kinds of information about interactions in molecular crystals,\(^7\) and there also exists an efficient method for coarse-grained characterization of intermolecular vibrations and force constants.\(^7\) An advantage to our approach is that it allows one to analyze the vibrations that simultaneously involve a large number of inter- and intramolecular degrees of freedom. Additionally, our approach can be applied regardless of the method or model used to obtain the vibrational eigenvectors. Since the discussion that follows will involve specific intramolecular coordinates, the atom numbers used to define these coordinates are labeled in Figure 8.

In the new quantification procedure, the character of each mode is illustrated in a horizontal bar with several segments, each corresponding to different types of motion. For example, in Figure 9, the specific properties of the calculated low-frequency vibrations of triclinic DL-valine are depicted. We refer to one of these bars as a mode’s “vibrational character ID strip,” or more briefly, its “ID strip”. Calculated separately for each molecule in the unit cell, the ID strip of a particular mode consists of:

1. The \(x\), \(y\), and \(z\) components of any center of mass translational displacement, labeled \(T_x\), \(T_y\), and \(T_z\).
2. The projection of the axis of rotation (for librational displacements) onto the three principal axes of the molecule, denoted \(R_{\alpha}\), \(R_{\beta}\), and \(R_{\gamma}\).
3. The relative displacements of atoms along selected, important internal coordinates. In the current case, these are limited to relevant bond angles and dihedral angles (torsions).

This procedure can be carried out without the quantification method used to generate Figure 7, but the percentages of translational, librational, and intramolecular character are useful quantities for scaling purposes.

For a particular vibration, the process of generating its ID strip begins by displacing all atoms in the unit cell along the normal mode coordinates. The translational parts of the ID strip are then calculated by finding the vector connecting the equilibrium and displaced center of mass for each molecule. The three Cartesian components of this vector are scaled such that the largest component equals one. The vector is then multiplied by the scalar “percent translational character” calculated previously. The sign of each component of the translational displacement is indicated with red for negative and blue for positive, and the opacity of that portion of the mode ID strip is proportional to the magnitude of the particular displacement.

The rotational components of the vibration’s ID strip are more complicated to calculate. For each molecule, the displaced coordinates of the distorted molecule are translated such that the center of mass is coincident with the center of mass of the equilibrium coordinates. Then the distorted molecule is rigidly rotated using Euler angles in a least-squares minimization routine that obtains the best overlap between the equilibrium and displaced coordinates.\(^20\) The problem is similar to the general orientation problem in astronomy, also known as Wahba’s problem.\(^7\) If the Euler angles that optimally return the displaced coordinates to their equilibrium values are \((\phi, \theta, \psi)\), then \(\psi, \phi, \theta\) are the Euler angles that correspond to the rotational part of the motion. These angles are used to construct the 3 × 3 rotation matrix, \(\mathbf{M}\).\(^20\) This matrix will have three eigenvectors with three corresponding eigenvalues. However, only one of the eigenvalues will be real; the other two will be complex. If the eigenvalue \(\lambda\) is a real number, then the corresponding eigenvector \(\mathbf{u}\) is coincident with the axis about which \(\mathbf{M}\) rotates the coordinates in Cartesian space. The amount that \(\mathbf{M}\) rotates the molecule about \(\mathbf{u}\) can be calculated using

\[
\text{tr}(\mathbf{M}) = 1 + 2 \cos \theta
\]  

(7)

where \(\text{tr}(\mathbf{M})\) is the trace of \(\mathbf{M}\), and \(\theta\) is the amount of rotation.\(^80\)
The ID strips of triclinic DL-valine modes (Figure 9) increase the opacity value for that category of motion and likewise for the external vantage point. The sign of that particular motion for one molecule relative to the other. Each ID strip indicates the specific nature of motion in these modes, including combinations of inter- and intramolecular displacements. The translational components of vibrations are indicated in the Cartesian coordinates of the unit cell, while the librational components are represented as the projection of the rotation axis on the principal axes of the molecule (see Table 4). The final two categories of motion reported in each ID strip are the displacements along selected intramolecular coordinates, specifically the bond angles and torsions for the non-hydrogen atoms. The symmetry label for each vibration was determined numerically using the complete eigenvector for the mode. $A_\text{v}$ modes are IR-active.

### Table 4. Unit Cell Vectors and Moment of Inertia Tensors for Molecules in Their Equilibrium Geometry As Calculated by DFT (SIESTA, vdW-DF) Reported in Cartesian Coordinates

<table>
<thead>
<tr>
<th>compound</th>
<th>unit cell vectors</th>
<th>principal rotation axes</th>
<th>moment of inertia (amuÅ²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vector</td>
<td>coordinates (Å)</td>
<td>axis</td>
</tr>
<tr>
<td>DL-leucine (triclinic)</td>
<td>a 5.07 0 0</td>
<td>$R_A$ −0.14 −0.45 0.88</td>
<td>224.29</td>
</tr>
<tr>
<td></td>
<td>b −2.11 5.00 0</td>
<td>$R_B$ 0.74 −0.64 −0.2</td>
<td>523.32</td>
</tr>
<tr>
<td></td>
<td>c −1.31 −0.22 13.47</td>
<td>$R_C$ 0.65 0.63 0.43</td>
<td>583.93</td>
</tr>
<tr>
<td>DL-valine (triclinic)</td>
<td>a 5.20 0 0</td>
<td>$R_A$ −0.05 −0.62 0.79</td>
<td>211.48</td>
</tr>
<tr>
<td></td>
<td>b −1.93 5.10 0</td>
<td>$R_B$ 0.88 −0.4 −0.26</td>
<td>296.13</td>
</tr>
<tr>
<td></td>
<td>c −0.29 −0.24 10.59</td>
<td>$R_C$ 0.48 0.68 0.56</td>
<td>356.93</td>
</tr>
<tr>
<td>DL-valine (monoclinic)</td>
<td>a 5.17 0 0</td>
<td>$R_A$ −0.04 −0.6 0.8</td>
<td>211.33</td>
</tr>
<tr>
<td></td>
<td>b −1.9 5.11 0</td>
<td>$R_B$ 0.87 −0.41 −0.27</td>
<td>296.34</td>
</tr>
<tr>
<td></td>
<td>c 0 0 21.48</td>
<td>$R_C$ 0.49 0.68 0.54</td>
<td>356.04</td>
</tr>
</tbody>
</table>

Once the rotation axis $u$ has been determined, it is transformed from $x$-$y$-$z$ coordinates into the basis of the principal axes of the molecule: $R_A$, $R_B$, $R_C$. The standard definition of the principal axes is such that rotation about $R_A$ has the smallest moment of inertia and $R_C$ has the largest. The calculated principal rotation axes for the molecules in each of the three systems are reported in Table 4. The elements of $v$, the rotation axis in the principal axis coordinates, are scaled such that the largest of the three components is equal to 1. The elements of $v$ are then multiplied by the "percent rotational character" determined for the mode. These scaled values are used in the ID strip. For the rotational components, the colors red or blue are assigned to each molecule in the unit cell in order to indicate its relative rotation direction (as observed from a fixed reference point).

The intramolecular displacements are quantified by finding the difference between the values of each particular internal coordinate of interest in the displaced and equilibrium geometries. The calculated amplitudes of the various intramolecular displacements are inherently scaled relative to one another, both within and between modes and therefore are not adjusted. The largest bond angle change among all vibrations represented in a particular figure determines the maximum opacity value for that category of motion and likewise for the dihedral angles. Changes in bond and dihedral angles can be either positive or negative, which is indicated by using red and blue to indicate the relative signs of displacements along various coordinates. As in the case of the rotation direction, the sign of dihedral angle changes are defined for an observer at a fixed external vantage point.

**Character of Triclinic DL-Valine Vibrations.** The ID strips of triclinic DL-valine modes (Figure 9) increase the information available from the more general character quantification procedure used to construct Figure 7. For example, although Figure 7B reveals that DL-valine modes 1 and 3 largely involve translational displacements, using Figure 9 one can quickly determine the specific orientation of these motions: translations parallel to the $x$-$y$ plane. This corresponds to...
motion parallel to the $a-\overline{b}$ plane of the unit cell. In mode 3, a molecule translating in the positive $y$ direction simultaneously moves in the negative $x$ direction with about one-third the amount of displacement. Using Table 4, which contains the Cartesian components of the unit cell vectors depicted in Figure 3, one can see that mode 3 consists of molecules translating essentially parallel to $b$. On the other hand, it is now apparent that the translational displacements of mode 1 are perpendicular to $b$.

Motion along the $z$-direction translational degree of freedom is divided mostly between modes 6 and 7, with a small amount in mode 10. This is probably due to the fact that these modes require pulling against the interlayer hydrogen bonds, raising the energy of this motion into the frequency region where it couples with a variety of intramolecular motions. Despite the fact that more than three modes have some translational character, the selection rule from group theory that translational modes in this system will not be IR-active remains valid.

Unlike the translational modes, there are expected to be librational modes of both $A_c$ and $A_h$ character; that is, both IR and Raman-active modes may have some librational character. In the simplest picture, these librations should exist in pairs where the rotation is around the same axis but the molecules rotate either symmetrically ($A_c$) or antisymmetrically ($A_h$). The ID strips indeed show that modes with similar but opposite parity motion exist, for example, modes 2 and 4 or modes 5 and 8 in Figure 9. The $A_h$ mode in each pair appears at higher frequency because the symmetric rotations require greater distortion of the interlayer hydrogen bonds.

The lowest-frequency modes with librational character seem to involve rotation of molecules around an axis that is close to $R_{C2}$, the axis with the second highest moment of inertia rather than $R_{A1}$, the heaviest axis (see Table 4). This can be explained by the hydrogen bond geometry of the system. With reference to Figure 3, the $R_{C2}$ axis of each molecule is roughly perpendicular to the plane containing the interlayer hydrogen bonds (depicted in purple). As a consequence, rotation around this axis requires stretching of the interlayer hydrogen bonds. On the other hand, rotating the molecules around $R_{A1}$ allows the hydrogen bonds to remain relatively rigid.

While the librational motion around the heavier two principal axes seems to be mostly confined to the two pairs of modes mentioned above, a rotational component around $R_{A1}$, the lightest principal axis, appears in a large number of vibrations (all modes but 3 and 6). There are no modes that are both strongly librational in nature and also have a rotation axis oriented near $R_{A1}$. Instead, modes whose axis of rotation is closely aligned with $R_{A1}$ involve relatively little net rotation because it would require twisting of the intralayer hydrogen bond network (green and orange lines in Figure 3). The hydrophilic portion of the molecule is hindered by these hydrogen bonds, and so the rotational motion is mostly limited to torsions of the $-R$ group. In other words, this particular rotational degree of freedom is coupled with a number of intramolecular degrees of freedom that involve large-scale torsional displacements.

Character of DL-Leucine Modes. It is also possible to compare the ID strips of two different systems. Several of the DL-leucine ID strips (Figure 10) seem to have analogues among the triclinic DL-valine ID strips. For example, DL-leucine mode 1 and triclinic DL-valine mode 2 each have no translational character and have rotational displacements almost exclusively around the $R_{B}$ axis, and their intramolecular displacements are very similar. Some of the difference in the observed ratio of frequencies (1.73 THz for DL-valine mode 2 versus 1.45 THz for DL-leucine mode 1) can be explained by the fact that leucine has a larger moment of inertia about its $R_{A1}$ axis (296.34 amuÅ² for valine versus 523.32 amuÅ² for leucine, as seen in Table 4). However, this is not a full explanation because while the inverse square root of the ratio of moments of inertia is 1.33, the ratio of their frequencies is only 1.19.

In addition to the similarities between their respective lowest-frequency modes, DL-leucine mode 4 shares many characteristics with DL-valine mode 5. For both modes, the rotational component is mostly around $R_{C2}$, the heaviest axis. The angles that change in both cases are ones that indicate that the $-R$ group is rocking back and forth (N1–C2–C3 and C1–C2–C3). For DL-leucine, the $-R$ group is somewhat less rigid overall, with the isopropyl group (C4, C5, and C6) at the end undergoing torsional motion, as can be seen in the last two segments of the dihedral angle portion of the ID strip for mode 4 of that system.

In the DL-leucine THz spectrum, a third peak is observed, which, based on the DFT calculation, is speculatively identified...
as mode 7. In Figure 7 it was seen that this mode and triclinic DL-valine mode 9 had almost identical proportions of rotational and intramolecular character. However, the ID strips show that, although the rotational portion of this mode is somewhat similar to that of mode 9 in the triclinic DL-valine calculation, the characteristic intramolecular aspect of this vibration is that torsion of the $−R$ group (last four dihedral angles in the ID strip) changes out of phase with the torsion involving the H-bonding region (first four dihedral angles in the ID strip). This pattern of intramolecular motion is different from that of triclinic DL-valine mode 9 and DL-leucine mode 9, where the torsion in the H-bonding portion of the molecule happens in phase with the twist around the C2−C3 bond in the respective $−R$ groups. Similar behavior is observed in DL-valine mode 11 (the fourth IR-active mode, rather than the third). The ID strips also give a possible explanation for the fact that triclinic DL-valine mode 9 has much greater calculated IR activity than DL-valine mode 2. The presence of four molecules in the unit cell means that it is possible for vibrational modes in this system to involve translational intermolecular displacements and also be IR active. For example, mode 2 is predicted to be IR-active, and it corresponds to a feature in the experimental THz absorption spectrum that is not present in the spectrum of triclinic DL-valine (Figure 5B,C). $A_2$ and $B_2$ modes are IR-allowed.

It is interesting to note that the experimental temperature dependence of DL-leucine mode 1 seen in Figure 4 is much larger than DL-valine mode 2 even though their ID strips are so similar. Mode 1 of DL-leucine blueshifts by 7% upon cooling from room temperature to 80 K, while DL-valine mode 2 blueshifts by less than 2%. The temperature dependence of a vibrational mode in a solid is a complicated property. In a quasi-harmonic approximation, one contribution to the temperature dependence is the anharmonicity of the vibrational potential, meaning that the observed central frequency will depend on the relative occupation of higher vibrational states. The second contribution to the temperature dependence is ascribed to the change in unit cell geometry as a function of temperature, which causes the vibrational potential of the mode to change. Strictly speaking, these two quantities are not fully separable because the change in unit cell geometry with temperature is itself caused by anharmonic interactions.

Because triclinic DL-valine mode 2 does not have strong temperature dependence, one could speculate that the vibration is neither particularly anharmonic, nor is it especially sensitive to changes in the unit cell. Therefore, assuming that DL-leucine mode 1 is as similar to DL-valine mode 2 as the calculations indicate, the larger temperature dependence of the DL-leucine mode suggests that either the motion of the $−R$ group of leucine introduces anharmonicity to the overall vibrational potential of the mode or that the larger $−R$ group somehow makes the mode more sensitive to changes in the unit cell geometry. The relatively symmetric and Lorentzian line shape of the peaks in Figures 4 and 5 supports the second possibility. Although it is true that the lower frequency of DL-leucine mode 1 means that it would have a greater change in average occupation level with temperature than the corresponding triclinic DL-valine vibration (mode 2), the two other DL-leucine vibrations observed in the THz spectra both have higher frequencies than DL-valine mode 2 yet still exhibit very strong temperature dependence. It seems more likely that, compared...
to valine, the −R group of leucine has more flexibility and undergoes larger conformational changes as the unit cell geometry varies, which would have effects on both the vibrational potentials as well as the moment of inertia tensor of each molecule. In other words, at a given temperature, the potentials of the observed DL-leucine vibrations are relatively harmonic, but conformational changes in the −R group as a function of the unit cell geometry affect the steepness of those potentials.

**Character of Monoclinic DL-Valine Vibrations.** Both DL-valine polymorphs have an IR absorption peak that occurs at 1.73 THz (at 80 K). In the calculated spectra, this feature seems to correspond to mode 2 in triclinic DL-valine and mode 7 in monoclinic DL-valine. The character of this mode, as illustrated by its ID strip in Figure 11, is very similar to that of mode 2 in the triclinic DL-valine calculation (Figure 9). The intermolecular character of the mode is primarily rotational (around the R axis), and the intramolecular displacements are primarily torsional. The symmetry of mode 7 is B_{1g}, while mode 2 of the triclinic polymorph has symmetry A_{1g}. If one were to observe the four molecules rotating in one unit cell of the monoclinic polymorph, the directions of their respective rotations would be the same as that of the four molecules in two unit cells of the triclinic polymorph stacked on top of each other.

In addition to the IR absorption feature that it shares with the triclinic polymorph, the monoclinic form of DL-valine has an additional absorption peak at roughly 0.90 THz. The calculated spectrum of monoclinic DL-valine has a similar feature, mode 2, which consists primarily of rigid translations of the molecules in the a−b (a−b) plane. This mode involves the two pairs of hydrogen-bonded molecules translating out of phase, while each set of interlayer hydrogen bonds remains rigid. The triclinic system has only one pair of molecules, and when they translate together in a way that leaves the hydrogen bonds rigid, the mode corresponds to an acoustic phonon. The molecules remain more rigid in this mode than any other IR-active mode in any of the three systems studied here. In addition, the fact that the motion of the mode is limited to the a−b plane suggests that its behavior might be a useful source of information about interlayer shear forces.

**Raman-Active Modes.** Using character ID strips is also a useful way to begin analysis of the low-frequency vibrations in the Raman spectra. In Figure 5, the calculated frequencies of Raman-active modes are indicated with small black bars. The modes in the monoclinic DL-valine spectrum occur in pairs, especially above 3 THz. As seen in the ID strips (Figure 11), these pairs often correspond to one A_{2g} and an analogous B_{2g} mode (see for example modes 12 and 14, 18 and 19, and the intramolecular portions of modes 16 and 17). The correspondence between these pairs of modes in the monoclinic calculation and an analogue in the triclinic DL-valine calculation is also often quite good. For example, modes 12 and 14 of the monoclinic polymorph are very similar to mode 6 of the triclinic polymorph.

However, in monoclinic DL-valine, below about 3 THz the A_{2g} and B_{2g} members of a pair begin to differ from one another both in frequency and to some extent in character as well. For example, the most similar B_{2g} counterpart to mode 5 is mode 9, not mode 6. Modes 8 and 10 as well as 3 and 6 are other examples of A_{2g} and B_{2g} pairs that are dissimilar in frequency. For a given pair of modes, the one with B_{2g} symmetry usually occurs at a higher frequency, if only slightly. The only exception is found in modes 12 and 14, whose intramolecular component is essentially torsion of the carboxylic groups. In mode 14, however, the intramolecular motion also involves a twisting of the −R group.

Compared to the triclinic polymorph, the experimental Raman spectrum of monoclinic DL-valine has only one extra peak in the frequency range below ~3 THz despite the fact that the calculations predict three additional modes that are Raman active. However, not all modes that have Raman-active symmetry will necessarily have strong intensity. This is analogous to the fact that modes 1 and 4 in monoclinic DL-valine have IR-active symmetry but negligible calculated intensity, which agrees with the observed THz absorption spectrum.

**CONCLUSIONS**

Vibrations that involve both inter- and intramolecular degrees of freedom become more difficult to describe as the size of the system increases. We have investigated several means of addressing this problem, including new ways of quantifying the character of calculated vibrational modes, presenting detailed information in compact and visual forms, and comparing the results of different calculations.

One of the more surprising observations is that terminology used to describe the intermolecular motions of rigid molecules remains useful for vibrational modes with substantial intramolecular displacements. While one might surmise that the applicability of rigid models would be determined a priori by the identity of the molecules in the system, our results indicate that the situation is not all-or-nothing: molecules may behave rigidly when undergoing motion involving certain intermolecular degrees of freedom but not others. In fact, to a large extent, the relative rigidity of different modes in these systems is determined by interactions between molecules, especially hydrogen bonding.

Vibrations in the frequency range below approximately 3 THz (100 cm\(^{-1}\)) are especially interesting because they often exhibit enough of a particular intermolecular motion to allow comparisons to be made between similar modes in different systems. In other words, for many of the lowest-frequency modes, it is possible to invoke the idealized rigid motion (e.g., a translation in a particular direction) as a starting point and then consider exactly how that particular motion is perturbed in different systems, including which intramolecular degrees of freedom become involved. This type of analysis would not be possible if, for instance, the intermolecular degrees of freedom were distributed among a very large number of vibrations or if, on the other hand, the motions were completely rigid. Rather than being an anonymous profusion of indistinguishable bath modes, low-frequency vibrations with a mixture of inter- and intramolecular components can be both uniquely identified and quantitatively described; with appropriate analysis, they represent a rich source of information.
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This document contains the following materials to supplement the main text: Powder XRD spectra used to identify polymorphs, representative time-domain THz measurements, detailed treatment of plasma lines in Raman spectra, example DFT calculation input files, calculated vibrational frequencies and eigenvectors, table of values used in character ID strips.

I. Powder X-ray Diffraction Measurements of DL-leucine and Both DL-valine Polymorphs

The measured powder X-ray diffraction spectra (thick lines, offset vertically) for DL-valine recrystallized under various conditions are compared to calculated powder patterns (thin lines) are shown in Figure S1. The experimental and calculated powder XRD spectra of DL-leucine are reported in Figure S2. All calculated powder patterns were computed from full crystal structures using the Mercury program.¹ The crystal structures were obtained from the Cambridge Crystallographic Database, and the specific entries that we used are listed in Table 1 of the main article.

The experimental spectra in Figure S1A,B are plotted with the calculated powder pattern for monoclinic DL-valine, while those in Figure S1C,D are plotted with the calculated DL-valine triclinic powder pattern. The crystal structure of triclinic DL-valine was measured at 100 K. Therefore, in order to be able compare the calculated powder pattern to our room-temperature powder X-ray measurements, the unit cell was scaled to its value at room temperature. For more details, see the supporting information section of Reference 2.
Figure S1. Experimental (thick lines) and calculated (thin lines) powder XRD spectra of two DL-valine polymorphs. (A) Stock DL-valine (Fluka) is a good match to the calculated powder pattern of the monoclinic DL-valine polymorph. (B) Fast recrystallization at 80 °C of a concentrated solution (50 g/L) of stock DL-valine is also identified as the monoclinic form. (C) Slow recrystallization of a dilute solution (2 g/L) of stock DL-valine results in the formation of the triclinic DL-valine polymorph. (D) When pure D-valine and L-valine (both from Alfa-Aesar) are dissolved in water at a concentration of 25 g/L each, the mixture crystallizes as triclinic DL-valine, even if recrystallized rapidly at 80 °C.

Figure S2. The experimental powder XRD spectrum of DL-leucine (thick line) is compared to the powder pattern calculated from the crystal structure (thin line). Only one polymorph of DL-leucine has been reported, and the measured spectrum is a good match to the pattern expected for the structure.
II. Representative THz Spectra

Examples of the measured time-domain spectrum of DL-leucine (at 80K) and a reference THz pulse are provided in Figure S3. The corresponding power spectra are depicted in Figure S4.

Figure S3. An example of the THz measurements in the time domain.

Figure S4. The power spectra of the time-domain measurements in Figure S3.
III. Plasma Lines and Peak-Fitting in Raman Spectra

The original Raman spectra, which include plasma lines from the argon ion laser, are reported in Figure S5. The frequencies at which these lines occur are known and have been reported in the literature. A strong plasma line occurs at approximately 6.65 THz (221.5 cm⁻¹), and weaker ones are found at 1.15 THz (38.4 cm⁻¹) and 3.12 THz (104.0 cm⁻¹). The one at approximately 1.15 THz is troublesome since it gives the appearance of a shoulder on the lowest-frequency peak in the triclinic DL-valine spectrum. That this shoulder is spurious (and not analogous to the actual peak seen in the monoclinic DL-valine spectrum near this frequency) was determined by taking advantage of the fact that the intensity of plasma lines depends more strongly on the laser power than the Raman scattering signal, as clearly illustrated in Figure S6. To numerically remove plasma lines and also simultaneously determine the frequency and FWHM of Raman scattering peaks, a global fit function comprised of Lorentzian lineshapes was employed. In addition, a Lorentzian fixed at 0 THz was included to account for Rayleigh scattering. An example of the quality of the fit (in this case, for the triclinic DL-valine spectrum) can be seen in Figure S7.

![Figure S5. The original Raman spectra, including plasma lines.](image-url)
Figure S6. Triclinic DL-valine Raman spectrum measured at two different laser excitation powers. The apparent shoulder on the lowest-frequency peak in the spectrum is actually due to the presence of a plasma line at approximately 1.15 THz.

Figure S7. The positions and FWHM of peaks in the Raman spectra were obtained using a set of Lorentzian lineshapes as a model function. Prominent plasma lines (Lorentzian functions 1 & 10 above) were then subtracted from the spectra.
IV. Example of DFT Calculation Input

An example SIESTA input file (“triclinic_dlvaline_input.txt”) used for our DFT calculations can be found within “calculation_files.zip.”

V. Optimized Atomic Positions and Unit Cell Geometries

For the calculations performed using the vdW-DF functional (opt-B88 variant), the optimized structure can be found in the following files within “calculation_files.zip”:

- “dleucine_coords.txt”
- “monoclinic_dlvaline_coords.txt”
- “triclinic_dlvaline_coords.txt”

VI. Calculated Vibrational Mode Frequencies and Eigenvectors

For each of the optimized structures above, the corresponding vibrational mode frequencies and eigenvectors can be found in the following files can be found in the following files within “calculation_files.zip”:

- “dleucine_vectors.txt”
- “monoclinic_dlvaline_vectors.txt”
- “triclinic_dlvaline_vectors.txt”

Each eigenvector is reported such that every row corresponds to the three Cartesian components of the displacement for a particular atom. The order of the atoms matches that listed in the files containing the optimized structures. The vibrational frequencies given in these files are not scaled.

VII. Summary of Inter-/Intramolecular Vibrational Character

The calculated % intramolecular, % translational, and % rotational motion of low-frequency vibrations in each system (depicted in Figure 7) are tabulated in the spreadsheet file “mode_character.xls”.

VIII. Quantitative Description of Vibrational Modes – Character ID Strips

The quantitative descriptions of the vibrational modes used to construct the character ID strips (Figures 9-11) are also tabulated within the “mode_character.xls” spreadsheet.
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