Measuring Intramolecular Charge Transfer via Coherent Generation of THz Radiation
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We report the direct measurement of intramolecular electron transfer by detecting the electromagnetic (EM) waveform that is emitted during this process. It is detected in the time domain via free-space electro-optic sampling and then related to the dynamics of the charge-transfer event. Electromagnetic pulse generation from two systems, Betaine-30 in chloroform and DMANS in toluene, are studied to illustrate this technique.

As a finite-difference time-domain calculation with a time-dependent polarization is used to model the EM waveform that is emitted during this process. It is detected in the time domain via free-space electro-optic sampling and then related to the dynamics of the charge-transfer event. Electromagnetic pulse generation from two systems, Betaine-30 in chloroform and DMANS in toluene, are studied to illustrate this technique. A finite-difference time-domain calculation with a time-dependent polarization is used to model the EM generation and propagation through the solution. This method is very general, since the movement of charge itself generates the EM waveform, and is sensitive to charge transfer occurring on a 0.1–10 ps time scale.

Introduction

Charge transfer and photoinduced charge transfer are ubiquitous phenomena. Photosynthesis, redox chemistry, corrosion, photography, xerography, respiration, and many other fundamental processes all rely on charge transfer. Because of this wide interest, a variety of experimental techniques has been developed over the years to study charge transfer dynamics. These techniques typically measure the charge-transfer event indirectly, for example, by monitoring the transient absorption or emission of the charge donor or acceptor. In this work, we introduce a method that can monitor a charge transfer event directly without regard to the nature of the acceptor or donor groups. This new method is based on monitoring the electromagnetic (EM) waveform emitted by the motion of the charge.

Ever since James Clerk Maxwell wrote down his famous equations and Heinrich Hertz verified them experimentally, it has been well-known that any accelerating charge generates electromagnetic radiation. Since charge transfer reactions involve movement of charge, they too generate EM transients. The detailed temporal form of the emitted waveform is directly linked to the underlying pulse generation dynamics. We employ the well-known technique of free space electro-optic sampling (FSEOS) to measure the emitted field amplitude with subpicosecond temporal resolution.

To generate a pulse, the fields emitted by all of the individual molecules must add together constructively. For this to occur, there are two fundamental requirements; the molecules must be oriented, and they must be coherently excited. If the orientation is only about one axis, then a third requirement is that the charge transfer must induce a change in polarization along this orientation axis. For this study, we fulfill these requirements by partially orienting dipolar molecules in a static electric field prior to coherent photoexcitation.

We obtain two important pieces of information from this measurement. First, the polarity of the emitted field directly reveals the direction of the charge transfer. Second, the temporal form of the emitted field provides dynamical information. We illustrate this technique by comparing the EM pulse generated from two different dye molecules shown in Figure 1. The first is Betaine-30 [2,6-diphenyl-4-(2,4,6-triphenylpyridinio)-phenolate], or Reichardt’s dye, dissolved in chloroform. Its dipole moment decreases and changes sign upon photoexcitation, and it has a very short excited-state lifetime, on the order of a picosecond. The other molecule investigated is DMANS (4-(dimethylamino)-4’-nitrostilbene) dissolved in toluene. Its dipole moment increases upon photoexcitation, and its excited-state lifetime is on the order of 10 ns.

Two techniques closely related to this method are THz generation from biased semiconductors and the transient dc photocurrent (TDP) technique. THz generation from biased semiconductors utilizes the EM pulse generated to probe ultrafast carrier dynamics in semiconductors and quantum wells. The TDP technique measures the change in polarization of a solution after photoexcitation. A displacement current is generated when the photoexcited molecules reorient in a static field. The TDP technique can measure ground and excited-state dipole moments as well as long-lived excited-state lifetimes. However, it is limited in temporal resolution, and cannot measure the earliest charge-transfer dynamics. Our new technique complements the TDP technique in that both methods measure the change in polarization after photoexcitation, but on very different time scales.

A related technique is that of coherent infrared emission (CIE) interferometry. In CIE, vibrations are coherently excited via
an ultrafast electronic excitation and emit an EM field that is detected interferometrically. Only vibrations that are coupled to the electronic excitation will contribute to the emitted field, and in that sense, it is similar to a stimulated resonance Raman experiment. Our technique is similar to stimulated resonance Raman in that a low-frequency oscillation coupled to an electronic transition emits a field. In our case, it is the charge transfer; in the case of CIE, it is the intramolecular vibrations. Our technique also is sensitive to any intramolecular vibrations that are coupled to our excitation pulse; however, our bandwidth limits us to far-infrared frequencies. Furthermore, these oscillations, if present, cause a change in dipole that is orders of magnitude smaller than that caused by the charge transfer and are below our current signal-to-noise ratio.

**Experimental Section**

A regeneratively amplified Ti−Sapphire laser produces 100 fs, 800 nm pulses at 1 kHz with 1 W average power and are split into two beams, one to photoexcite the sample and the other to detect the EM transient. Detection of the EM transient occurs via FSEOS in a 0.5 mm thick (110) ZnTe crystal.\(^5\)\(^{15}\) Approximately 2.3 mJ/cm\(^2\) at 800 nm was used to excite the Betaine-30 solution. DMANS was excited at 400 nm with 1 mJ/cm\(^2\). The excitation pulse beamwaist was about 2.5 mm diameter at the cuvette.

The dye solution is held in a 1 mm path length quartz cuvette with a pair of rectangular metal strips inserted as electrodes (see Figure 2). High voltage (0.5−3 kV) pulses are used rather than a static field to avoid unnecessary heating of the solution. However, the high voltage pulses are \(\sim 100\) \(\mu\)s in duration and are considered static with respect to the 100 fs laser excitation pulse. The electrodes are typically 3−4 mm apart, resulting in electric fields of 1.5−10 kV/cm. Dye concentrations are between 3.0 \(\times\) 10\(^{-3}\) and 6.0 \(\times\) 10\(^{-3}\) mol/L.

To reconstruct the charge transfer dynamics, great care must be taken when collecting the signal to avoid distortion of the generated waveform. The detector is placed adjacent to the sample as shown in Figure 3, and no focusing or directing optics are used. Collecting the data in this manner allows us to obtain the true underlying dynamics, but at the cost of a lower signal-to-noise ratio. Ideally, the signal would be collected in the near-field by increasing \(d\) until the pulse shape no longer changes with increasing distance, at which point \(d\) is about 3 cm. By collecting the signal in this manner we avoid difficulties of astigmatism, Guoy phase shift\(^{16−18}\) and other diffraction-induced pulse distortions that occur with large bandwidth pulses.

The far-field pulse shape is related to the near-field pulse by a time derivative.\(^{16,19}\) We have verified this relationship for our apparatus by using ZnTe as both the generator and detector. We can expand the beam waist when using the highly efficient ZnTe generator, such that the near-field regime is obtainable.

**Results and Discussion**

Electromagnetic pulse generation from biased GaAs is used to calibrate the polarity of the measured signal. Figure 2 displays the EM transients generated from biased GaAs, Betaine-30, and DMANS. In each case, the applied field is in the same direction. Photoexcitation of biased GaAs produces electrons that are accelerated toward the positive electrode; this results in a generated field with negative polarity (a field is defined by its effect on a positive point test charge). An increase in dipole moment along the applied field axis upon photoexcitation will result in a signal with the same polarity as GaAs, as is obtained from DMANS. Electromagnetic pulse generation from Betaine-30, on the other hand, exhibits a positive polarity because its dipole moment decreases upon photoexcitation.

Additionally, Betaine-30 may be excited with 400 nm light into a higher electronic state whose dipole moment does not change from the ground state—it is a local excitation of the phenolate group.\(^7\) This state rapidly undergoes charge transfer to the \(S_1\) state (\(~200\) fs). Therefore, photoexcitation at 400 nm should also generate an EM pulse, and it should have the same polarity as 800 nm excitation, and we have verified that it does.

The generated field amplitude was monitored as a function of excitation intensity, polarization, and static field amplitude, as shown in Figure 4, to fully characterize the technique. The generated field amplitude varies linearly with the applied field amplitude, and linearly with the visible intensity; therefore, it has a quadratic dependence on the visible pulse amplitude. Thus, \(E^2 = E_0^2E^\nu\), where \(E^2\) is the generated THz field amplitude, \(E_0\) is the local static field amplitude, which is different from the applied static field due to the solvent permittivity, and \(E^\nu\) is the visible field amplitude. These dependencies indicate a third-order nonlinear interaction. We have verified that the pulse
shape does not change with the applied field or with the visible intensity, only the magnitude changes.

While this work is carried out in the time-domain, it is conventional to introduce a frequency-domain third-order susceptibility tensor and relate it to the measured signal. For these measurements, the appropriate susceptibility is given by the following standard notation $\chi^{(3)}(\omega, -\omega, -\omega, 0)$, where $\omega$ refers to the emitted frequency, $\omega$ to the visible frequency, and 0 denotes the static field. Note that $\omega$ is nonzero only because the short visible pulses have bandwidth of a few hundred wavenumbers centered at $\omega$. We refer to this new technique as CTIEG (charge-transfer induced electromagnetic pulse generation). The susceptibility tensor describes the flow of energy among the different propagating EM fields in a given medium and describes the matter-field interactions, which are of fundamental interest. The third-order time-domain response function, $R^{(3)}_{ijkl}(t_1, t_2, t_3)$ is related to the frequency domain susceptibility through a triple inverse Fourier transform

$$R^{(3)}_{ijkl}(t_1, t_2, t_3) = \text{FT}^{-1}\{\chi^{(3)}_{ijkl}(-\Omega, \omega, -\omega, 0)\}$$ (1)

The indices of the third-order nonlinear susceptibility tensor, $\chi^{(3)}_{ijkl}$, refer to the lab-fixed Cartesian directions X, Y, and Z. The polarization of the emitted pulse is indicated with $i$; the visible laser polarization is represented in $j$ and $k$, and the static field direction is $l$. The pulse propagates in the Z direction. The static field direction is fixed for our studies and defines the X direction, and thus, $l = X$. In general, the emitted field is linearly polarized at an angle $\phi$ relative to the X direction and depends on the angle of the visible polarization $\zeta$ with respect to the X direction.

For isotropic media, there are only three independent tensor elements of $\chi^{(3)}_{ijkl}$ and they are related by

$$\chi^{(3)}_{XXXX} = \chi^{(3)}_{XXYY} + \chi^{(3)}_{XYXX} + \chi^{(3)}_{YXXX}$$ (2)

If we assume Kleinman symmetry, then $\chi^{(3)}_{XXYY} = \chi^{(3)}_{XYXX} = \chi^{(3)}_{YXXX}$ and $\chi^{(3)}_{XXXX} = \frac{3}{2}\chi^{(3)}_{XXX}$ From these relationships, we can determine the amplitude and direction of the induced third-order polarization, $P^{(3)}$, in terms of $\chi^{(3)}_{XXX}$. The X and Y components of $P^{(3)}$ are

$$P^{(3)}_X(\zeta) = \chi^{(3)}_{XXX}E_X(3\cos^2\zeta + \sin^2\zeta), \quad \text{and}$$

$$P^{(3)}_Y(\zeta) = \chi^{(3)}_{XXX}E_Y(2\sin \zeta \cos \zeta)$$ (3)

where $E_X$ is the intensity of the visible pulse with polarization angle $\zeta$ relative to the X direction. The visible polarization vector, $\vec{e}_s$, is given by $\vec{e}_s = \hat{x}\cos \zeta + \hat{y}\sin \zeta$. The emitted polarization is at an angle $\phi$ with respect to the static field and is obtained from the X and Y components

$$P^{(3)}_{eq} = P^{(3)}_X\hat{X} + P^{(3)}_Y\hat{Y}$$ (4)

where $\phi = \arctan[(2\cos \zeta\sin \zeta)/(3\cos^2 \zeta + \sin^2 \zeta)]$. The X and Y components of the emitted field are shown in Figure 4b and compared to eq 3 (shown with a solid line) and verify that Kleinman symmetry is valid for this type of experiment. This is because the change in dipole that generates the signal is along the ground-state dipole axis.

The tensorial nature of the third-order susceptibility reflects the induced anisotropy caused by the visible and static fields. The interaction of the static electric field with a dipolar molecule in solution results in a fractional orientation of the molecules along the field direction, which provides the underlying physical basis for this method. This fractional orientation can be calculated by considering the interaction energy of a dipole with an applied field, $\mu \cdot E_0$ in comparison to $k_B T$, where $k_B$ is Boltzmann’s constant and $T$ is the temperature in Kelvin. It is expressed as a function of angle ($\theta$) between the applied field and molecular dipole moment by

$$f(\theta) = \frac{e^{-\frac{V_kT}{k_BT}}}{\int_0^{2\pi} e^{-\frac{V_kT}{k_BT}} d\theta} \approx \frac{1}{2\pi} \left(1 + \frac{\mu E_0 \cos \theta}{k_BT}\right)$$ (5)

where the interaction potential, $V$, is given by $V = -\mu E_0 \cos \theta$. Terms resulting from polarizability anisotropy have been neglected. Given the inherent azimuthal symmetry, we work in polar coordinates. Thus, interaction with the static field results in a linear combination of an isotropic and a cos $\theta$ distribution. The visible pulse introduces a $\cos^2(\theta - \zeta)$ distribution of excited molecules due to projection of the transition dipole moment onto its polarization. An additional factor of $\cos(\theta - \phi)$ results from a projection of the emitted polarization onto an axis at angle $\phi$. Thus, the emitted amplitude at a given polarization angle $\phi$ varies as a function of visible polarization angle $\zeta$ as

$$E_{\phi}(\zeta) \approx \int_0^{2\pi} \cos(\theta - \zeta) \cos(\theta - \phi) d\theta = A(\zeta, \phi)$$ (6)

where the integral evaluates to

$$A(\zeta, \phi) = \frac{\pi}{4}\cos \phi (3 \cos^2 \zeta + \sin^2 \zeta) + 2 \sin \phi \cos \zeta \sin \zeta$$ (7)

It can easily be verified that eq 7 is equivalent to the angular dependence of $P^{(3)}_{eq}$ in eq 4, and the two formalisms are complementary.

**Modeling the Data**

If propagation effects of the fields through the solvent can be neglected, then the emitted amplitude in the far-field regime

**Figure 4.** Dependence of the generated signal amplitude with (a) visible intensity (filled circles) and static field amplitude (open circles) and (b) visible polarization angle, detecting the X component (filled circles) and Y component (open circles) of the generated pulse amplitude.
is equal to the second derivative of the time-dependent polarization.

\[ \frac{\partial^2 E(z,t)}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 E(z,t)}{\partial t^2} = \mu_0 \frac{\partial^2 \mathbf{P}(z,t)}{\partial t^2} \]  

(8)

where \( c \) is the speed of light in a vacuum, \( E(z,t) \) is the electric field at position \( z \) and time \( t \), and \( P(z,t) \) is the induced polarization. We separate the polarization \( P \) into linear and nonlinear contributions. Only the third-order nonlinear term contributes to the generated pulse, whereas the linear term describes dispersion and attenuation of the generated signal as it propagates through the solvent. Therefore, eq 8 becomes

\[ \frac{\partial^2 E^3(z,t)}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 E^3(z,t)}{\partial t^2} \int_0^t R^{(1)}(t - t') E^2(t',z) dt' = \mu_0 \frac{\partial^2 P^{(3)}(z,t)}{\partial t^2} \]  

(9)

for the generated field \( E^3 \) where \( R^{(1)}(t) \) is the linear response of the solvent to the generated field. Equation 9 describes the simultaneous generation and propagation of the EM transient through the dye solution. The linear term is known from measurement of static THz pulse propagation through the solution without excitation, and only the third-order polarization is needed to close eq 9.

In the most general terms, the third-order nonlinear polarization (in suffix notation) is given by

\[ P^{(3)}_i(t,z) = \epsilon_0 \int_{-\infty}^{\infty} dt_1 \int_{-\infty}^{\infty} dt_2 \int_{-\infty}^{\infty} dt_3 R^{(3)}_{ijk}(t-t_1,t-t_2,t-t_3) E_j(t_1,z) E_k(t_2,z) E_i(t_3,z) \]  

(10)

where \( R^{(3)}_{ijk} \) is the third-order time-domain response function, \( E_j, E_k, \) and \( E_i \) are given by \( E_j(t,z) = \tilde{E}_j e^{-im\omega t} \), where \( E^j = \tilde{E}_j e^{-im\omega t} + \tilde{E}_j e^{-im\omega t}e^{i\omega t} \), and \( \tilde{E}_j \) describes the polarization vector. Only linearly polarized light is used; therefore, \( \tilde{E}_m = \tilde{E}^* \). We retain only those terms that contain the product of the three fields, \( E^j E^k E^i \). Since \( E^j \) is time-independent, we need not integrate over \( t_3 \), which yields

\[ R^{(3)}_{ijk}(t-t_1,t-t_2,t-t_3) = R^{(3)}_{ijk}(t-t_1,t-t_2) \delta(t - t_3) \]  

(11)

where \( R^{(3)}_{ijk}(z,t) = E^j(z,t) E^{*k}(z,t) \tilde{E}_i \exp(-\alpha z) \), \( R^{(3)}_{ijk}(t') = 0 \) when \( t' < 0 \) and \( t' = t - |z|/v_e \), the index \( i \) defines the angle \( \phi \) from the X direction, and the pair of \( j \) and \( k \) define angle \( \zeta \). The response function \( R^{(3)}_{ijk}(t) \) can now be viewed as the impulse response function to a delta function excitation pulse.

To model \( R^{(3)}_{ijk}(t) \), consider a delta function excitation pulse of a single dye molecule at \( z = 0 \) and \( t' = 0 \). The pulse induces an electron transfer with rate \( k_{ET} \) and subsequent back electron transfer with rate \( k_{BET} \), and the contribution to the change in polarization is given by

\[ \Delta p(t) = \frac{k_{ET}}{(k_{BET} - k_{ET})} \exp(-k_{ET}t) - \exp(-k_{BET}t)) \Delta \mu \]  

(12)

where \( \Delta \mu \) is the change in dipole moment along the ground-state dipole. We average the contributions from individual molecules over an anisotropic distribution that is created by the visible and static fields. Since reorientation of the excited molecules occurs on a longer time scale than that of these measurements, the orientational average is given by

\[ \langle \Delta \mu \rangle = \mu' e^{\alpha \omega} f(\theta) \cos^2(\theta - \zeta) \cos(\theta - \phi) d\theta \]  

\[ = E^i \frac{8k_B T}{\lambda^2} A(\zeta, \phi)(\mu' - \mu_e) \mu_e \]  

(13)

where \( \mu_e \) is the ground-state dipole moment and \( \mu' \) is the projection of the excited-state dipole moment along the ground-state dipole moment. Thus, the change in polarization is obtained by replacing \( \Delta \mu \) with \( \langle \Delta \mu \rangle \) in eq 12.

The solvent molecules also affect the measured change in polarization, so we must account for their reaction field. The electrostatic potential of a dipole in solution is modified from its value in a vacuum by the reaction potential of the polarized surrounding dielectric medium. Upon photoexcitation, the electrostatic potential changes abruptly, and therefore, a repolarization of the solvent occurs. If the change in dipole is fast compared to the solvent motions, then the measured change in polarization will reflect this solvent repolarization. We describe the solvent response as an impulse response function to a delta function change in the solute charge configuration. We treat the solvent response as a single exponential, and the combined solvent-solute polarization \( p_s \) response to an impulse excitation pulse is given by

\[ p_s(t) = \int_0^\infty dt' \Delta p(t') \Phi(t - t') \]  

(14)

where \( \Phi(t) = \exp(-k t) \) represents the response of the solvent with rate constant \( k \). If \( k \ll k_{ET} \), the rise of the signal will be governed by the polarization of the solvent.

The solute-solvent polarization is in fact the third-order response function required in eq 11. That is \( R^{(3)}_{ijk}(t) = p_s(t) \), and the third-order polarization is obtained from

\[ P^{(3)}_i(t,z) = \epsilon_0 \int_0^\infty dt' \tilde{E}_j(t',z') R^{(3)}_{ijk}(t') \]  

\[ = \epsilon_0 \int_0^\infty dt' \tilde{E}_j(t',z') \int_0^\infty dt'' \Delta p(t'') \Phi(t' - t'') \]  

(15)

The finite difference time domain (FDTD) method is used to numerically solve eq 9 coupled with eq 15. The advantage of using the FDTD method is that the slowly varying envelope approximation and rotating wave approximation are not assumed. While these approximations are valid for the visible pulse, they are not applicable for the generated EM pulse. Furthermore, the FDTD method completely accounts for the generation term as well as the dispersive term, and group
The Gaussian width is given by \( c \), compare TRSS, OHD-RIKES, and dielectric relaxation data; Castner and Maroncelli have provided power law relations to a time constant of several hundred femtoseconds. Recently, by a biexponential decay. There is usually a contribution with multiexponential or having a fast Gaussian component, followed Those experiments typically find the response to be either instantaneous; that is, it is purely electronic and occurs faster than the response of the solvent, \( k_e \approx k_{ET} \). The rise time of our signal is governed by the response of the solvent to a new charge distribution. In our fits, \( k_{ET} \) is held fixed at a large value, on the order of \( 1 \) \( \text{fs}^{-1} \) (\( 10^{15} \text{s}^{-1} \)), corresponding to a \( 1 \) \( \text{fs} \) electron transfer time constant. We find solvent response times of roughly \( 350 \) and \( 730 \) \( \text{fs} \) for Betaine-30 chloroform and DMANS in toluene, respectively.

The solvent response times determined here are on the same time scale as those determined from time-resolved fluorescence Stokes shift (TRSS) and optical heterodyne detected Raman-induced Kerr effect spectroscopy (OHD-RIKES) experiments. Those experiments typically find the response to be either multieponential or having a fast Gaussian component, followed by a biexponential decay. There is usually a contribution with a time constant of several hundred femtoseconds. Recently, Castner and Maroncelli have provided power law relations to compare TRSS, OHD-RIKES, and dielectric relaxation data; testing the assumption that single-particle reorientational motion is the underlying basis for each type of measurement. They find that TRSS and dielectric relaxation data are satisfactorily related to each other, but not to OHD-RIKES results.

It is important to note that the solvent response we measure is not simply the time-domain representation of its IR spectrum. For example, the dipole–dipole time correlation function for chloroform is essentially single exponential with a \( 4 \) \( \text{ps} \) time constant.\(^7\) Furthermore, any distortion of the pulse as it travels through the solvent is explicitly accounted for in the FDTD simulation. One possible reason that the measured solvent response is different from the bulk solvent response (based on its IR spectrum) is that the molecules interact with the solute and are partially oriented around it. Thus, as the field is emanating from the dye molecule, it encounters a medium that differs from the bulk solvent. Another possible reason stems from the fact that the solvent has a wave vector dependent response. The response of the first solvation shell will correspond to a nonzero wave vector (\( k > 0 \)), whereas when a pulse travels through a medium, it probes the dynamics having wave vector of zero (\( k = 0 \)).

We can compare the extracted back electron-transfer time with those of other measurements. Our value of \( 1.9 \) \( \text{ps} \) for the back electron-transfer time corresponds well with previous work on Betaine-30 where values of \( 1.4 \) \( \text{ps} \) in acetonitrile, \( 1.2 \) \( \text{ps} \) in acetone and \( 2.1 \) \( \text{ps} \) in toluene were reported.\(^7\)

## Conclusions

We have presented a new technique of measuring ultrafast charge-transfer dynamics in solution that occur on a time scale of \( 0.1–10 \) \( \text{ps} \). This technique is independent of the properties of the acceptor and donor groups because it is the motion of the charge that generates the signal. The technique is generalizable to any charge-transfer event that occurs rapidly, if an appropriate orientation of the charge-transfer event can be arranged. That is, this technique is not limited to dipolar molecules that can be oriented by a static field. For example, self-assembled-layered structures could provide the desired orientation. This technique is well suited to answer long-standing questions with regard to charge-transfer events where conventional techniques are ambiguous, such as the primary charge separation event in photosynthetic systems.
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