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We report structural and dynamical properties of water confined within reverse micelles (RMs) ranging in
size fromR = 10 A to R = 23 A as determined from molecular dynamics simulations. The low-frequency
infrared spectra have been calculated using linear response theory and depend linearly on the fraction of
bulklike water within the RMs. Furthermore, these spectra show nearly isosbestic behavior in the region near
660 cnl. Both of these characteristics are present in previously measured experimental spectra. The single
dipole spectra for interfacial trapped, bound, and bulklike water within the RMs have also been calculated
and show region-dependent frequency shifts. Specifically, the bound and trapped water spectra have a peak
at lower frequencies than that for the inner core water. We therefore assign the low-frequency band in the IR
spectra to bound and trapped interfacial water. Finally, region-dependent hydrogen bonding profiles and spatial
distribution functions are also presented.

1. Introduction is almost 14 molar in a RM witlwy = 4. In comparison, a
saturated aqueous sodium chloride solution is roughly 6 molar.
Clearly, there exists the possibility that the behavior of the water
is affected by the high ionic concentration in addition to any
confinement effects. It is found that the counterions are largely
confined to the interface due to the attraction from the negatively
charged headgroups. Thus, the ionic concentration toward the
center of the RM is quite moderate. Furthermore, the positive
and negative charges of the counterions and headgroups largely

. o cancel each other out, so that only the water in interfacial region
solvent. Surfactant molecules with an ionic or polar headgroup . " _. - .

S ; . . is significantly affected.
and hydrophobic tail mediate the watesolvent interaction and ) L .
; Venables et al. previously showed that the librational infrared
prevent bulk phase separation. L . .
absorbance band of water trapped within a series of RM sizes

exhibits an isosbestic point, suggesting a two-state system in
equilibrium (see Figure ®This two-state behavior was verified
by a global linear least-squares fitting procedure which showed
that the spectra as a function of RM size were linear combina-
tions of the bound water and free, or bulklike, water spectra. In
bulk water, the librational band is at about 680 ¢mand the
= water/surfactant. It has been shown that the RM size Varies]E)oun(;ihwat’)[elrkexhlbkltzd artl) abtsg(r)%an;g peak that was red-shifted
nearly linearly withwg. rom the bulk peak by abou e

This type of RM has been studied by many experimental In_addition to experi_mental studie;, _several _computa_tional
methods, including FTIR;5 NMR,57 fluorescence spectros- studies have beer_1 carried out to obtain mformat_lon not dlrgctly
copy8 quasi-elastic neutron scatterifight scattering°and measurable experimentafly9-28 For examplle, Tobias and Klein
ultrafast infrared vibrational echo spectroscdpy? Various simulated RMs formed from water, calcium carbonate, and a
properties have been measured as a function of size, such adnetal sulfonate surfactant. These micelles were S|mulateq in
the OH stretching band of waté#314the librational band of CCly, octane, and vacuum and were shown to be essentially
water3 relaxation dynamics of dye molecules trapped within SPhericaf®
the water poo#15-17 and the far-infrared spectrut&l® The Faeder and Ladanyi have performed numerous simulations
majority of these studies suggest systems comprised of two orusing a simplified model for water and AOT RMs iso-
three water states. In the two-state systems, the water is eitheoctane??-2°> The micelles simulated have ranged from= 1
bound or bulklike, and in the three-state systems, the water isto Wo = 10. Their model assumes that a spherical cavity is filled
trapped, bound, or bulklike. with water, counterions, and surrounded by surfactant head-

When using ionic surfactants, the role of the counterions must 9roups, which are radially constrained to define the interféce.
also be considered. For example, the effectivé bancentration They have used this model to calculate structural and some basic

dynamical properties of the RMs. The water within the simulated

*To whom correspondence should be addressed. E-mail: Micelles exhibits a radial stratification into trapped, bound, and
charles.schmuttenmaer@yale.edu. bulklike regions. The trapped water molecules are confined to
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It is well-known that liquids confined to nanometer-scale
dimensions or smaller behave differently than their bulk
counterparts. Water is no exception. Understanding the origin
of these differences is essential due to the importance of water
trapped in clays, zeolites, porous glasses, and even within
proteins. Reverse micelles (RMs) provide an ideal system for
probing the effects of confinement on the properties of water.
In a RM, a confined water pool is created within an organic

The most commonly studied RM is water/NaA@b-octane.
It is comprised of a nanoscopic water pool, surrounded by
sodium aerosol OT [sodium bis(2-ethylhexyl) sulfosuccinate]
surfactant, and dispersediso-octane solvent. Thus, this is the
system we have chosen to model. The diameter of the water
pool can be experimentally varied from about 0.3 nm to about
12 nm by adjustingvy, the water to surfactant molar ratiavp
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TABLE 1: Sizes and Numbers of Molecules for the Various
Simulations Performed?2

Nwater Nz,Na R (A)

Wo=1 21 21 10.25

—_ Wo=2 52 26 11.40

TE Wo=3 96 32 13.25

© Wo=4 140 35 14.10

S Wo=7.5 525 70 19.40

g wo=10 980 98 22.90

= HCi40 140 0 10.01
w

aHCy4grepresents 140 water molecules in a hydrophobic cavity with
a 10.01 A radius and includes only the influence of the wall potential.

TABLE 2: Interaction Potential Parameters. the
Lennard-Jones Radius and Well Depth Are Given bye and

400 500 600 700 800 900 €, Respectively, andq is the Charge on a Particular Site
Frequency (cm™) o (A) elks (K) q(e)
Figure 1. Experimentally measured molar extinction coefficient spectra S 3.166 78.24 _83‘2123
of water confined within RMs of various sizes. The progression of Na+ 2975 58.01 10
sizes from large to small is indicated with the arrows. Bulk water is 7- 6.0 251.58 -10
shown with the smooth curve, followed by RMs witly = 40, 20, 10, wall o5 53155 :

6, 4, 2, and 1. Reprinted with permission from ref 3. Copyright 2001

American Chemical Society. 1 to 10. The librational spectrum is chosen because it can be

calculated usingigid molecules. Also, the simulated results can
e directly compared with experimentally measured librational
spectréé In addition to the calculated absorption spectra, we
present the single dipole spectra for water molecules in different
regions of the RM. We deconstruct the region-specific dynamics
of water confined within RMs as manifested in librational
bsorbance, single-dipole spectra, spatial distribution functions,
nd hydrogen bonding.

the interfacial region and are coordinated, on average, to a sing|
headgroup? The bound layer is strongly perturbed by the highly
charged interface, and the bulklike water pool is insulated from
the interface by the bound layer. There is facile interchange
between these latter two regions. There is an increase in-water
water hydrogen bonding as the distance from the interface
increases. These structural calculations have been performe
with both sodium and potassium counterions, and interfacial
trapping of water has been shown to depend on counterion
radius??

The solvation response has also been calculated for iodine- 2.1. Model Details.Molecular dynamiCS simulations of water/
like chromophore&® and results have shown that the interface  NaAOT/so-octane RMs have been performed using the model
exerts strong electrostatic forces on charged sites within theintroduced by Faeder and LadayRMs have been simulated
micelle interior. The time scale of the solvation response is also ranging in radius from 10.25 to 22.9 A witho values ranging
strongly dependent omg, wherein larger RMs have faster (more  from 1 to 10, respectively (see Table 1 for details).
bulklike) responses. This is attributed to the increased mobility ~ The model consists of SPC/E watérsodium counterions,
and bulklike character of the water pools within larger R and unified atom headgroups representing thg"S@ns. The
Harpham et al. have calculated self-intermediate scatteringZ-axis is the symmetry axis of the water molecule, yrexis is
functions for quasi-elastic neutron scattering (QENS) experi- its out-of-plane axis, and the-axis is its in-plane axis. The
ments which supports the validity of the assumptions by Faederheadgroups are constrained to the surface of the RM by a
and LadanyP The scattering functions were also calculated as harmonic potential. All parameters are given in Table 2. A
a function of counterion type, demonstrating some dynamical continuum wall potential is also included to simulate the
dependence on counterion idenﬁﬁyFaeder and Ladanyi, interaction of the interior with the exteri@o-octane continuum.
however, have not calculated many dynamical quantities, such The intersite potential is a standard Lennaddnes potential
as the infrared spectrum, for water confined within RMs, nor Plus an electrostatic term,
fully |nvest|gated the regionally dependent rotational dynamics FAYCRRPAY:
of the confined water. U, (r) = 4¢; i/ I 'R I | 1)

Senapati and Berkowitz have simulated water in a RM created ! AT i i
by a fluorosurfactant with a phosphate headgroup and super-
critical carbon dioxide as the solvefitThey have shown that ~ Wheree; andoj are defined by the standard Lorererthelot
there is a perturbation to the watewater hydrogen bonding ~ combining rules,
network at the interface, and that the interfacial water forms o+ o
hydrogen bonds with the oxygen atoms of the headgroup. The 6= @ 0y = ' 2)
sluggish rotational and translational dynamics of interfacial water 2
are also discussed. They characterize the rotational dynamics]_
through the exponential decay of the average single-molecule
dipole moment autocorrelation function. 1 )

The dynamical properties of confined water depend strongly U(r) =kR—r—dy) 3)
on RM size as well, yet have not received the same level of
attention as structural properties. We report the calculated wherer is the radial distancek is 600 kcal mot?, andd is 2.5
librational absorption spectrum for RMs witly ranging from A. The minimum of this harmonic potential defines the interface.

2. Computational Methods

he harmonic potential is specified by the relation,
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The wall potential was calculated by Faeder and Ladanyi in lation function. By incorporating the total ionic current cor-

the same manner as Linse and Halle by integrating a continuumrelation function, Caillol et al. account for the response of charge

of Lennard-Jones sites over a spherical caty? The exact carriers to the electric field within the system. Since the RMs
form of the potential is given by, are highly ionic we prefer this treatment over other methods of
. , calculating absorbance. We refer the interested reader to the

15[ Owall Oall Supporting Information available online for further discussion

U@ = lg@ewaﬂ[?(?) F(z6) — ( R ) F(z,3)] ) of other methods. Caillol et al. treat both periodic boundary
conditions and spherical systems. This paper utilizes the result

whereF(z,6) andF(z3) are given by, for systems of spherical geometry for the calculations involving
RMs and the periodic boundary conditions result for the
F(z3)=2[3(1-2)%* calculation involving bulk water.

In particular, the spherical geometry considered by Caillol
F(z6) = 2(5+ 457 + 637" + 15°)[45(1 -2)° ™ (5) and co-workers is a spherical volume suspended in a continuous
dielectric medium. For our calculations, we use-octane as
wherez = r/R.23 The wall potential was calculated using the our continuous dielectric. Sinéso-octane interacts weakly with
sameowai and eway for both sodium and oxygen sites within  Jow-frequency electric fields, the complex frequency-dependent

the micelle. Following Faeder and Ladanyi, the valuesji dielectric function is approximated by the static dielectric
and eway have been taken from Lee et®lWall interaction constant of 1.9387 Following Caillol, the complex dielectric
potential parameters are also summarized in Table 2. function for spherical systems is given by

2.2. Simulation Details. The equations of motion were
integrated using the leapfrog version of the Verlet algorithm. _ Ario(w)
This includes the leapfrog integration method using quaternions (@) = e(w) + w 6

for the rigid body motion of the water molecul&The system
was coupled to a Berendsen thermostat with a 1.0 ps time wheren(w) is the frequency-dependegeneralizecpermittivity,
constant during the equilibration periods and a 2.0 ps time €(®) is the frequency-dependent permittivity, an(b) is the
constant during the accumulation of data 2.0 fs time step  frequency-dependent conductivity. Note, each of these three
was used throughout the simulations. Data were accumulatedquantities is complex-valued. The following relationships are
during 2.0 ns of simulation trajectories after equilibration. used to calculate(w) and o(w):
The RMs were constructed by a method similar to the one .
used by Faeder and Ladar®jiThe number of particles in the ’ 2Hw)+3 |ew)-1_p
RM and the radius were obtained from interpolation of light |2Z*(w)+ 3+ X (w)] 47 3V
scattering data measured by Eicke and Rehak and the use of e . ot
average molecular volumes for@ (30 A%), Zz- (57 A3), and wao M(1) M (O)e™dt
Na' (6 A3).1023 First, the headgroups were evenly distributed " )
on a sphere of appropriate radius using an approximative +L/; M,,(t)-J,(0)&“"df] @)
algorithm34 The sodium counterions were then randomly placed
throughout the RM, and simulated annealing was performed 2> *(w) + 3 o :
from 1000 K down to O K. At the end of the annealing, a [22 X (@) ]o(w) Zﬁ[f(‘) [3,(t) -J,(0)&“'dt +
ST ; w) + 3+ = (w) 3V
distribution of headgroups and counterions were present at the
interface. Randomly oriented water was then placed within the
micelle on a cubic lattice inscribed within the sphere formed
by the headgroups. The system was then equilibrated at 500 K
for 600 ps, followed by a linear decrease in temperature over whereZ (w) = n(w) — 1 and
400 ps to 298.2 K, at which point the system was equilibrated

[T

i [ 03(t) *M,(0)@d] (8)

for an additional 600 ps. The temperature of the system during Mu(t) = Zmi(t) ©)
data acquisition at times beyond 1.2 ns was 298.2 K. As Faeder '

and Ladanyi previously note, we find that, although there is Ju(t) = Vo (t 10
some dependence for specific micelle observables (ensemble @ qulvj() (10)

average energies, ionic layer structures) on construction param-
eters, the structural and dynamical characteristics are invariantwherei andj are sums over the dipolar molecules and ions
as long as the system has reached equilibd&im. respectively, and the asterisk (*) denotes the properties of the
Bulk water was also simulated using 216 SPC/E water dielectric continuum. We note that the functiaisand X are
molecules at 298.2 K at a concentration of 55.39 mol/L using the electric susceptibilities of the solvent and the system
the MolDy program written by Keith Refson with a Nose respectively within a factor of # these factors arise in the
Hoover thermostat Programs developed by the authors were solution of the field equations for the system, and we refer the
used for RM simulations. reader to ref 34 for additional details. For a periodic simulation,
2.3. The Frequency-Dependent Dielectric Permittivity The the relations remain the same, except that the fractions contain-
primary goal of this paper is to make comparisons of the ing=* andX in front of ¢(w) ando(w) in eqs 7 and 8 are equal
calculated IR spectra of water trapped within RMs with to 1. The complex refractive index{m) = n(w) — ik(w), is
experimental data. This comparison is accomplished through the square root of the generalized complex dielectric permittivity
the linear response treatment for the frequency-dependent{n(w) in eq 6]. The frequency-dependent absorption coefficient
dielectric for classical dipolar systems with mobile ions is obtained from the imaginary part of the complex index of
developed by Caillol et & Their treatment predicts the refraction,k(w), usingo(w) = 2wk(w)/c, wherec is the speed
dielectric to depend primarily upon the total dipole moment of light in a vacuum. The absorbance spectra have been scaled
autocorrelation function and the total ionic current autocorre- by the concentration of the water in the RM to yield the molar
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Figure 2. The total water dipole moment time autocorrelation function 10 1
fromt=0tot = 300 ps for the w= 7.5 micelle. The function decays
slowly and requires windowing to eliminate truncation error. The inset 0 Bulk Water
is the same function frorh= 0 tot = 0.1 ps which illustrates the time ' ) ' i '
domain oscillation that corresponds to the librational motion of the 400 500 600 700 800 900 1000

water molecules.
Frequency (crn'1)

Figure 3. The calculated molar absorbance spectrum of the librational
band for water confined to micelles of different sizes and for bulk water.

absorption coefficientg, of the water molecules (not to be
confused with the permittivity).
We note that for a periodic simulation of bulk water where

there are no mobile ions, the complex permittivity is given by tor their calculations of the single-molecule dipole moment ACF
the relation, which suffered from the problem of particle exchange between
(w) — 1 B . A regions. Since particles can exchange fro_m th_e bulklike to the
- = 3V[|:|3/|WZD+ i“’fo M, (t) -MW(O)@z'”"dt] (11) bound water_ pools on the time scale of !lbratlongl relaxation,
our method includes only those fluctuations which represent
Equation 11 can also be used with single-molecule dipole true bulklike or bound behavior. The absorbance was calculated

autocorrelation functions to determine approximate infrared 7o the permittivity obtained from eq 11. Correlation functions

absorbance spectra for water. For example, it has been use®’ 25 ps In _Iength were used for.the single-dipole spectra
previously to characterize regional dynamics in supercooled calculations in the different RM regions.
water3® and the spectrum of water in binary mixtu@gs.

One complication in this calculation is the long nonexpo-
nential decay of the micellar total water dipole moment 3.1. The Infrared Absorbance Spectrum. The infrared
autocorrelation function, as shown in Figure 2. Because the timeabsorbance spectra of RMs ranging frag= 1 towy = 10 as
scale of the librational motion is roughly 0.1 ps, the auto- well as bulk water were calculated, and are plotted in Figure 3.
correlation function was calculated for 300 ps, all of which was These spectra have been smoothed using a 21 point moving
windowed using the Welch windowing functidh This win- average. The spectra show nearly isosbestic behavior, although
dowing function decreases to zero quadratically and eliminatesthe unresolved isosbestic region between 600 and 700 mm
truncation error. The nonexponential decay also occurs for not quite as pronounced as in the experimental spectra. The
single-molecule dipole functions which were also windowed. spectra also show clear growth in the high-frequency band of
The Laplace transforms were carried out numerically using the absorbance spectra as RM size increases. The librational
standard methods of quadrature. All dielectric calculations were spectra have very little dependence on the ionic motions, as
performed in the electrostatic cgs unit system. shown in Figure 4. For example, when the ionic current time

2.4. Single Dipole Infrared Spectra.One limitation in the correlation functions are set to zero, lower frequency features
calculation of the total system infrared absorbance spectrum isbelow 400 cn! associated with the ionic conductivity disap-
that spectral contributions by species in different regions of the pear, but the librational spectra do not change significantly. The
RM cannot be resolved, which is precisely the same limitation role of ionic conductivity will be the subject of a future
encountered in the experimental spectra. However the dynamicspublication.
of a region of the system can be probed by analyzing the single The intensities of the calculated librational spectra are greater
dipole moment autocorrelation function for molecules within than their experimental counterparts. For example, the experi-
the region, even though region-dependent spectra cannot benental bulk water molar extinction coefficient is about 30 L
measured experimentally. mol~t cm™! at its peak near 680 cmh, while the calculated

The single dipole autocorrelation functiorigg;(t) -m;(0)C] value is roughly 50 L mot* cm™L. This discrepancy is primarily
were computed for each of the three RM regions: trapped, because the model uses a value of Irffpwheren is the high-
bound, and bulklike. These regions were identified based on frequency limit of the index of refraction. Calculating the bulk
criteria developed previously by Faeder and Lad&A¥iapped water dielectric spectrum using the actual valuevb= 1.79,
water is found within 1.5 A of the interface & 1.5 A), bound results in a peak extinction coefficient of roughly 37 L mbl
water is found between 1.5 A d < mg, wheremg is the third cm~1. However, when performing the calculations we have used
minimum in the radial density distribution, and bulklike water n? = 1 for all spectra because the high-frequency index is
is found atd = mg, whered is the distance from the interface. unknown for RM systems. By performing all calculations
The correlation functions were calculated only when a molecule identically, relative changes are still meaningful, even if the
was found in a particular region continuously from time 0 to absolute spectrum is not identical to that measured experimen-
timet. This differs from the method used by Faeder and Ladanyi tally.

3 Results and Discussion
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70 TABLE 3: Fractional Populations of Water (fyapped; fhound,
— Wp=4 fbulk,s) in the RMs2
60 - wp=4;J{t)=0 firapped fhound fouts Founcr
— HCig wo=1 0.279 0.633 0.089 0.051
50 1 — Bulk water Wo= 2 0.310 0.500 0.192 0.139
= A wo=3 0.336 0.407 0.257 0.154
(= PUAAN Wo= 4 0.336 0.381 0.283 0.198
S 40 1 A Wo=7.5 0.222 0.300 0.477 0.584
T ) \\ wo=10 0.189 0.266 0.545 0.672
o
g 30 1 H/f \ a Calculated from the radial density, and the fraction of bulk-like
= / water determined by a global linear least squares fit of the simulated
w 20 - / \"\. absorbance datdyui .
d | 100
10 1 =
= ——— Trapped
0 == . . . : 80 - —— Bound
0 200 400 600 800 1000 ~ — Bulkdike
Ary Bulk Water
E
Frequency (cm‘1) G 60
Figure 4. The calculated molar absorbance spectrumiipr 4 RM, "_6
for wo = 4 RM when fixing the ionic current to zero, for Hg, and £
for bulk water. 1 40
W
Experimentally, the librational infrared absorbance spectra
show a linear dependence on the fraction of bulklike wéditgk, 20
within the RM as determined by a global linear least-squares
fit.3 The quality of the fit resulted in the assignment of the 0
T T T

spectra to a two-state system. In this simulation we have directly
calculatedf,,k using the radial density profile of water within
the RMs. If the simulated spectra are manifestations of a two-
state system where one state is bulklike water and the other is_ ) ] ) )
a combination of trapped and bound water, then a global Iinear\'lzv'gﬂrj g)r'heT?rZ Caé%“'géi‘:] ds'rt‘)%'l‘la(]i‘lj('gc’; j%if&rsv;?érrsgé%?g ;‘r’:t;;'cnk
least-squares fit of the simulated spectrq should result in Val.uesreod, gr'een, angpblu’e, respéctively. ’There is a signifigant red-shift aé
of fbu!k that agree with thqse obtained directly f.ro'm the radial ¢ \water approaches the interface.

density profiles. Such a fit was performed by fixifigix = 1

for the calculated bulk spectrum, and varying the fracfigp

for each RM spectrum as described previodsTable 3 reports significantly red-shifted librational frequencies. Figure 6 presents
fbuik,s calculated directly from the radial density profiles, and the single dipole spectra for each region (trapped, bound, and
fou - determined by linear regressions of the simulated spectra. bulklike) across all micelle sizesvfg = 1 to wp = 10). In alll
These values are in good agreement which validates thecases the trapped and bound water spectra are red-shifted
assumptions made in the simulations since the simulated andsignificantly from the spectrum of the bulklike region. Figure
experimental absorbance spectra show the same trends, shiftsj reveals the general consistency of the librational dynamics of
and linear dependence &gy water within each region across micelle sizes. The spectra also

As indicated in Table 1, a spherical hydrophobic cavity of demonstrate that the bulklike spectra approach the bulk water
10.01 A radius consisting of 140 water molecules was also single dipole spectrum. The blue-shifting of the bound and
simulated. The only external force on the water molecules was trapped spectra as a function of RM size is consistent with the
the hydrophobic wall potential. The calculated infrared spectrum @ slight increase in hydrogen bonding for these species that
for the hydrophobic cavity shown in Figure 4 has a slight occurs for larger micelle sizes. We also note thatwige= 1
decrease in intensity and no red-shift relative to bulk water. trapped water has a double peaked single dipole spectrum which
This is consistent with the only slightly decreased hydrogen we associate with the very large degree of perturbation at the
bonding near a hydrophobic interfate. interface in this micelle.

3.2. Single Dipole SpectraThe single dipole time auto- 3.3. Hydrogen Bonding.Faeder and Ladanyi have previously
correlation functions have also been calculated for each regioncalculated the radial dependence of hydrogen bonding in RMs
(trapped, bound, and bulklike) within the RMs. The regional with respect ton, and found a regional dependence of nearest
absorbance spectra have been calculated using eq 11. Thiseighbor interactions in AOT RM&. We present similar
method is an approximation that neglects the cross terms in thecalculations of the regional hydrogen bonding environments to
collective dipole moment correlation function but still provides reinforce the structural implications of our dynamical calcula-
insight into the internal dynamics of the RMs. However, any tions. Hydrogen bonding information was obtained using
regionally dependent calculated spectrum will suffer from one standard geometrical criteria and sampling the configuration
approximation or another. every 100 fs'' A hydrogen bond between a donating-8

Figure 5 presents the single dipole spectraiipre 4. These group and an accepting oxyged) (vas counted ifz—y < 2.6
spectra are representative of the single dipole spectra of otherA, r;_o < 3.5 A, and the HO—Z angle was less than 30
sizes, and clearly illustrate the region-dependent dynamics.For an accepting headgroup) the values werez— < 4.0 A,
Water molecules which are closer to the interface presentrz_o < 5.0 A with the same required angle.

200 400 600 800

Frequency (cm'1)

1000
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Figure 7. Average population of watetwater hydrogen bonding states

for trapped, bound, and bulklike water for various valuesvafThe
regional hydrogen bonding environments are generally conserved across
micelle sizes with the minor exception of bulklike watervig = 1.

There is a general increase in hydrogen bonding as the RM size
increases which corresponds to an increase in molar concentration and

20 - — wp=2 progression toward bulklike properties.
10 _ wy=75 across different values @f. As Faeder and Ladanyi previously
—— w=10 note, water inside a micelle is generally of slightly lower density
— Bulk Water than bulk water so the hydrogen bonding is correspondingly
0 T T T lower23
200 400 600 800 1000 These results agree with the single dipole spectra as they
confirm the correlation between hydrogen bonding environment
Frequency (cm"1) and the characteristic frequencies of motion. Regions with less

Figure 6. Single dipole spectra faw, = 1 throughw, = 10 for trapped, hydrogen b‘?”d'“g have cor_respondlngly lower frequenC'es c_)f
bound, and bulklike regions. The spectra illustrate that regional @ngular motion. This result is also consistent with the experi-
librational dynamics are essentially conserved across micelle sizes.mental data previously measurédhe experimental spectra
Other trends include the broadening and slight blue-shift of the bound predict less hydrogen bonding in perturbed (bound and trapped)
and trapped peaks at larger RM sizes which is consistent with increasedwater, which this model has replicated.

hydrogen bonding. Also, in they = 1 micelle the trapped water shows . TR . .
tvzo pgaks, whichgindicates thg high degree of peFr)tFL)eration due to the 3.4. Spatial D'Strlbunon of .LOC‘?" Environments. Since
local trapped environment. hydrogen bonding and the librational frequency are corre-
lated, it is useful to visualize the local environment of water to
The region-dependent watewater hydrogen bonding data  provide further insight into structural aspects that correlate with
are presented in Figure 7. The bulklike water has the most librational properties. This visualization is performed through
hydrogen bonding, the trapped water has the least, and the boundéhe calculation of spatial distribution functions for each of the
water is between that of bulklike and trapped. The bulklike water radial regions. The 3-D plots themselves were made using
in thewo = 1 RM has the least hydrogen bonding of any of the GOpenMol#2-44
RM bulklike water, but still has more hydrogen bonding than Figure 8 depicts the average structure of trapped water in
thewp = 1 bound water. These trends are preserved across RMthe simulated RMs. The spatial distribution functions (SDFs)
sizes suggesting the conservation of hydrogen bonding motifsillustrate the large influence of Coulombic forces exerted by
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Figure 8. The structure of trapped water in a RM. The images are

SDFs of trapped water for RMs witho = 1, 2, 3, 4, 7.5, 10 in &f, The bound water shows a preference for perpendicular orientation of
respectively. The green surfaces represent headgroups; the blue surfacetﬁe O-H bond axis with respect to the interfacial layer. The bound

represent sodium counterions; the red surfaces represent oxygen; thFayer also has strong interactions with the sodium counterions
white surfaces represent hydrogen. There is no appreciable density o ’

hydrogen. The contours represent isodensity surfaces of 030f6A ) . o o . .
the headgroups and 0.1A for sodium and oxygen. 50% of the are equivalent, the spatial distribution density in Figure 8 is
molecules are only donating one hydrogen bond to a headgroup at aevenly distributed along both-€H bonds. The prevalence of
time, but the hydrogen sites are equivalent so the average density issingle hydrogen bond donation was noted by Faeder and
distributed evenly. The appearance of oxygen densityir= 7.5 is Ladanyi2®

attributed to the increasing mobility of the trapped layer as RM size
increases.

Figure 10. The structure of bound water in a RM. The contours
represent isodensity surfaces of 0-2Afor oxygen, sodium, and
hydrogen. The headgroup contours are 0.025i8odensity surfaces.

Figure 10 shows SDFs for the bound water layer within the
RMs. There is a nonzero density of headgroups receiving
0.6 hydrogen bonds from the bound water molecules. The head-
group density indicates a propensity for the water to orient itself
with its O—H bond vector normal to the surface for some time.
The anisotropic density in the molecular frame indicates that
the perturbation from the interface strongly affects the bound
water layer. Faeder and Ladanyi also find a degree of orientation
of the bound water. They also calculate the polarization density
projected along the surface normal vector as a function of
interfacial distance and demonstrate that both the trapped and
bound layer are highly oriented in the R¥I.

Figure 11 displays the SDFs for bulklike water within the
RMs. The bulklike water pool is distant from the interface and
Number of Donor Hydrogen Bonds does not interact strongly with it. One might expect the long
Figure 9. Average number of molecules populating a particular range Coulombic interactions to affect the average orientation
hydrogen bond donation state to headgroups for trapped watgr=n of the water. However, it is found that the headgroup density is
1, 4, 10. These distributions are represgntative of the other micelles asnegligible with respect to the isodensity surfaces plotted, and
well. Most of the molecules donate a single hydrogen bond. is essentially spherical. The bulklike water is electrostatically

the headgroups and counterions in the interfacial region. The shielded from the headgroups by the intervening counterions
lack of waterwater hydrogen bonding in the trapped region and water.

(Figure 7) is evident in the SDFs where essentially all interac-  The local environment of the three regions display regional
tions are with headgroups and counterions. Figure 9 illustratestrends which correlate with the hydrogen bond data and single
that the calculated probability of a trapped water donating a dipole spectra presented above. The trapped region is essentially
hydrogen bond to a single headgroup is five times higher than excluded from any bulklike hydrogen bonding network due to
that for donation to two headgroups, but since both hydrogensboth solvation of the counterions and interaction with the
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Figure 11. The structure of bulklike water in a RM. The contours
represent isodensity surfaces of 0.13&or oxygen, sodium, and
hydrogen. There is negligible headgroup density around the bulklike
water molecules, indicating the lack of headgroup interaction with water
in the core of the RM. In the smaller RMs there is significant ionic
penetration into the bulklike water pool indicated by the sodium density.
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on the dynamical behavior of water in the three different regions.
Even though the net sodium ion concentrations are higher in
the RMs considered here than even a supersaturated bulk
solution, the spectra are not affected in the way expected for a
homogeneous solution. This is because the majority of the ions
are trapped at the interface by the negatively charged head-
groups. Second, the trends in hydrogen bonding fractions and
SDFs demonstrate decreasing wateater hydrogen bonding
near the interface, with a concomitant increase in the interface-
dependent orientation of water. Close to the interface, the bulk
“structure” is highly perturbed by solvated ions, headgroups,
and electrostatic interactions. These interactions fall off with
increasing distance from the interface, and these perturbations
are manifested dynamically in the single-dipole spectra, making
a connection between structure and dynamics.

This study can be generalized to other confined and interfacial
systems. The influence of the interface is far more important in
confined systems than in bulk ones, since a confined system
has a much larger fraction of molecules at or near the interface
than does a bulk interface. A confined environment will strongly
influence the librational dynamics of water, or more generally
any hydrogen bonding liquidpnly when there is significant
perturbation of the liquid at the interface. Here, the perturbation
is due to the ionic headgroups as well as the associated
counterions defining the interface. This is illustrated in the
interface-induced anisotropy of the bound and trapped water
layers, the decrease in their watavater hydrogen bonding,
and their red-shifted single-dipole spectra (none of these effects
occur in the hydrophobic cavity). However, beyond a distance
of abou 4 A from the interface, the behavior of water is
essentially bulklike.

This paper has demonstrated the applicability of the water/
AOT reverse micelle model presented by Faeder and Lagfanyi
to dynamical calculations, and has demonstrated the accuracy
of infrared absorbance calculations of ionic, nonperiodic systems

surfactant headgroups, and shows the largest spectral red-shiftsuch as RMs. In the future, it will be interesting to apply this
The bound region is highly perturbed by the interface and has method of calculating the frequency-dependent dielectric per-
a headgroup-dependent orientation. In the bound region, themittivity to similar RM systems. One example would be to
headgroups also partially exclude other waters from acceptinginvestigate surfactants with dipolar rather than ionic headgroups.
hydrogen bonds. These perturbations relative to free or bulklike Another avenue entails investigating the influence of different

water are manifested in a significant red-shift of the single dipole
spectra. The bulklike water pool is not strongly perturbed by
the interface. It has a spatial distribution similar to bulk water
solvating a low concentration of ions, and a single dipole
spectrum similar to that of bulk water.

4. Conclusions

We have carried out molecular dynamics simulations of water/
AOT reverse micelles fromwp = 1 to wp = 10 and have

calculated their librational infrared absorbance spectra. These

size-dependent spectra are in good agreement with experiment
measurements. The spectra show near-isosbestic behavior
between an absorbance band at low frequency (500)camd
one at high frequency (800 crf). The intensities of these two
bands depend linearly on the fraction of bulklike water contained
within the RMs. The agreement between the calculated an

counterions on the librational spectrum of water, paying special
attention to region-specific dependencies. It would also be
worthwhile to simulate the librational band of methanol contain-
ing RMs, as the size-dependent librational infrared spectra have
already been measurédruture work will also include a more
detailed model in which the headgroups are treated atomistically.
This will allow trapped water to bind to specific oxygen sites
on the headgroup, and will better represent the interface.
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results.

First, the single-dipole spectra of water in different regions
of the simulated RMs shift to lower frequency with closer
proximity to the water/surfactant interface. The shift in fre-
qguency is essentially independentvaf, and depends only on
whether the water is in the trapped, bound, or bulklike region.
These results illustrate the important role of the ionic interface

via the Internet at http://pubs.acs.org.
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Quantum Corrections to Classical Lineshapes
The absorbance spectrum of a quantum statistical ensemble at equilibrium can be shown to be:'*

A @n(w) = %(1 - e‘ﬂh“’)D(a))i [ (M- M) di (S1)

—oo

where D(w) is a quantum correction factor which ensures that, when a classical time correlation

function is used, the principle of detailed balance is satisfied.""? In the classical limit, the above
quantum mechanically valid equation will generate the dielectric loss of the sample.3 Ahlborn
and Space et al have previously shown that for liquid water the harmonic correction factor,

D(w):%, is the best correction factor to use even though the Egelstaff y-time
—e
correction™™" is commonly employed by other workers."*® We, too, find that the harmonic
correction factor reproduces the lineshape better than the y-time correction.

Figure S1 presents the power absorption coefficient a(w) of bulk water as measured

from experiment by Bertie and co-workers,” calculated from Equation S1 using two different
quantum correction factors, and calculated from the theory of Caillol and co-workers.® Although
the intensity for the spectra calculated by Equation S1 with the harmonic correction and Caillol’s
equation (Equation 11 in our paper) are both slightly too high, the difference in lineshape and
intensity between the two is insignificant. We also note that the intensity for the calculation
using Equation S1 with the harmonic correction factor is in quantitative agreement with the
absorbance calculations for bulk water using INM and TCF methods by Ahlborn, Ji and Space.'
In contrast, the spectrum calculated using the y-time correction is in significant disagreement
with the experimental spectrum and the other two calculated spectra.

Inapplicability of Equation S1 to Reverse Micelles

The use of Equation S1 for reverse micelles presents three difficulties which are not present
when using the classical approximation developed by Caillol and co-workers.® 1. Equation S1
does not include the ionic properties of the solution. It uses only the net dipole correlation

* The y-time correction is performed by substituting the corrected time correlation function, C(/t* —ihf3t) , for the
classical time correlation function C(¢). To avoid the use of complex time, the transform is performed by time-

shifting the classical correlation function C(t) to C(y/t* +(h3/2)*) which is multiplied by exp(//3/2) after being

Fourier transformed to generate the correct frequency domain function. The correct time domain function may be
recovered by inverse Fourier transform. Refer to Reference 5 for specific details regarding this method.

S1
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Figure S1. Absorbance spectra for bulk water from experiment and calculation. The Egelstaff y-time correction
significantly overestimates the absorbance in the librational region.

function. 2. It only calculates the imaginary part of the complex permittivity (essentially the
product of (@) and n(w)). The Caillol treatment determines the complex-valued permittivity
and conductivity. However, it should be noted that both &{ @) and n(®) can be obtained through
a Kramers-Kronig analysis. 3. Most importantly, in contrast to the Caillol treatment, Equation
S1 is not applicable for a system suspended in an infinite dielectric medium, making it
inappropriate for reverse micelles. The effect of the dielectric continuum on the absorbance is
significant, although it does not change the qualitative aspects of our results. Thus, for these
three reasons, we use the theory developed by Caillol and co-workers rather than Equation S1.

Relationship of Caillol’s Equation to Equation S1
The Caillol equation can be shown to be essentially equivalent to the harmonically corrected
version of Equation S1 in the case of an infinite medium without ionic conductivity. Caillol’s

dielectric constant formula for a dipolar system in the case of Ewald sum boundary conditions
(Equation 11 of our paper, expressed in SI units) is written as,

— ,B 2 : ' ior
&@)-1=—" (M*)+i ! (M(1)-M(0)) e dt (S2)

0

where M is the total system dipole moment. Using the identity,
a
a(w)n(w) =—Im[e(w)] (S3)
c

it may be shown that,

S2
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In the case of D(w)=———,
@ ==

Equation S1 may be written as,

a(a))n(a))zé po [ (M()-M(0))e . (S5)

0 —oo

Equations S4 and S5 are not quite analytically equivalent, but for most functions the
approximation

ff(t)e”"‘”dt = fo(t)ei“”dt (S6)

is valid, thereby making them equivalent.

Summary

We therefore conclude that the Caillol method offers the same advantages as the harmonically
corrected version of Equation S1. Furthermore, the Caillol method allows for the incorporation
of different boundary conditions and the inclusion of effects due to mobile ions. These
advantages make it preferable to Equation S1 for the case of molecular liquids with solvated ions
in spherical geometries within a continuum dielectric, such as the reverse micelle simulations
presented in the main paper.
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