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The transient photoconductivity of dye-sensitized titanium dioxide has been measured using time-resolved
terahertz spectroscopy, a noncontact electrical probe with sub-picosecond temporal resolution. The
photoconductivity deviates strongly from Drude behavior and is explained by disorder-induced carrier
localization and/or backscattering of the photogenerated carriers. In addition, the carriers are found to thermally
equilibrate with the lattice in roughly 300 fs. Ramifications for understanding the function of DSSCs and
electrical transport in disordered media are discussed.

Introduction

Porous networks of titanium dioxide (TiO2) constitute the
heart of the dye-sensitized solar cells (DSSCs) described by
O’Regan and Gra¨tzel in 1991.1 DSSCs show promise as an
efficient and low-cost alternative energy source, having dem-
onstrated solar-to-electric energy conversion efficiencies of
10.4%.2 The TiO2 nanoparticles in a DSSC are sintered together
to enable interparticle charge transport through the device, which
is believed to proceed via a hopping mechanism over a
distribution of barrier heights.3-6 Until now, the details of this
transport have not been fully characterized. Here we present
the first direct measurement of the microscopic carrier mobility
immediately after charge injection in porous dye-sensitized
nanocrystalline TiO2.

Time-resolved terahertz spectroscopy (TRTS) is a relatively
new spectroscopic method that measures the frequency-depend-
ent, complex-valued, far-infrared (0.2-2 THz, or 6-66 cm-1)
photoconductivity on subpicosecond time scales.7-11 It is the
only technique capable of subpicosecond measurements in the
far-infrared, and the fact that it is a noncontact electrical probe
makes it ideally suited for the study of nanomaterials such as
quantum dots and nanocrystals. TRTS is not sensitive to the
adsorbed dye molecules of the DSSC because it measures only
mobile charge carriers in the conduction band of the TiO2.
DSSCs have been studied previously using ultrafast UV-pump/
mid-infrared probe techniques that, like TRTS, are sensitive to
charge carriers within the TiO2.12-14 Studies in the far-infrared
region of the spectrum, however, provide far more information
because carrier scattering rates are typically on the order of 1
to 10 THz.15 Time-resolved microwave conductivity (TRMC)
measurements have also proven to be a very useful noncontact
probe of porous TiO2, but with only nanosecond temporal
resolution.16 We report the far-infrared conductivity of dye-
sensitized porous TiO2 films on a picosecond time scale and
find that the Drude model, the simplest model of conductivity,
is notan appropriate description. Models incorporating disorder-
induced carrier localization or backscattering describe the data
more accurately.

Experimental Methods

To extract the time-resolved frequency-dependent photocon-
ductivity, the transmitted far-infrared electric field is measured
as a function of temporal delay from a visible excitation pulse.
Comparing this field to that transmitted by a nonphotoexcited
sample yields the full frequency-dependent photoconductivity
as described in ref 8. The sample is an air/photoexcited TiO2/
TiO2/substrate dielectric stack, with a photoexcitation skin depth
of 1.7µm. The optical constants for nonphotoexcited TiO2 and
the quartz substrate must be measured separately.8 The non-
photoexcited TiO2 film has negligible absorption and a nearly
constant refractive index of 2.47. The refractive index is reduced
significantly from the static permittivity of bulk anatase TiO2

(n ≈ 7) because our sample is an “effective” mesoporous TiO2/
air film, with approximately 50% void space.

The samples consist of thin films (2.9µm thick, measured
with a DekTak 3030 profilometer) of Degussa P25 TiO2 spun
at 2000 rpm onto 1 mm thick fused silica etalon substrates
(Precision Photonics).17 Degussa P25 consists of 25 nm particles
that are 70% anatase and 30% rutile. The TiO2 film is sensitized
by soaking in an ethanol solution of Ru(4,4′-dicarboxy-2,2′-
bipyridine)2(NCS)2 (Ru535). The dye sensitizer is photoexcited
with a 100-fs duration 400-nm wavelength light pulse (130µJ/
pulse with an 8-mm diameter spot size). No more than 95% of
the excitation beam is absorbed by the sample. This leads to
about 50 photoexcited electrons per nanoparticle. Electrons are
injected from the excited state of the dye molecule into the
conduction band of the TiO2 in less than 100 fs.12,18 While the
photoexcitation wavelength of 400 nm is close to the band-
edge of the TiO2, a 6-fold enhancement over the nonsensitized
films is observed. Dye-sensitized Al2O3, whose band-gap is too
large to allow charge carriers to be injected, does not exhibit
a TRTS signal. We have also measured the conductivity in
networks of TiO2 that have been sintered prior to dye sensiti-
zation, and see no qualitative differences in the extracted
mobility or the carrier recombination dynamics. This is
likely due to the fact that our measurement is sensitive to
microscopic carrier mobilities that are unaffected by sintering.
The samples were cooled to 77 Kelvin in a He-flow cryostat
(Janis Scientific).* Corresponding author’s email: charles.schmuttenmaer@yale.edu.
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Results and Discussion

The Drude model describes the conductivity in metals and
semiconductors quite well. The model, which describes a free
electron gas subject to elastic scattering events with complete
momentum randomization, dictates that the real component of
the conductivity has its maximum at dc, and that the maximum
of the imaginary component occurs at the radial frequency
corresponding to the inverse scattering timeτ of the carriers.
There are many modifications of the Drude model that allow
for a distribution of scattering times, but these basic features
are common to most.7,19,20The measured conductivity 3 ps after
photoexcitation of dye-sensitized nanocrystalline TiO2 is shown
in Figure 1, and remains unchanged for delay times up to at
least 1 ns. The deviation from Drude behavior (shown with the
dashed lines) is striking: the real part of the conductivity
increases with increasing frequency, and the imaginary part of
the conductivity isnegatiVe. It is mathematically impossible for
the Drude model and its simple variants to reproduce this
behavior. We have verified that the photoconductivity in bulk
single-crystal rutile TiO2 (at 77 K) is in fact well described by
the Drude model, yielding a scattering time ofτ ) 320 fs. This
corresponds to a mobilityµ ) eτ/m* of 56 cm2 V-1 s-1 (using
an electron effective mass ofm* ) 10 me),21 which is
comparable to published reports ofµ ) 10 cm2 V-1 s-1 at 100
K.21

Anomalous behavior of the low-frequency conductivity in
disordered materials can be understood in terms of Anderson
localization.22,23 Anderson’s theory states that systems subject
to disorder exhibit localization of their one-electron wave
functions. Strongly disordered systems exhibit a distribution of
trap states below the conduction band, resulting in thermally
activated hopping transport behavior at low frequencies.24 Mott

suggested that disorder suppresses the conductivity at long length
scales (lower frequencies), leading to an enhancement at shorter
wavelengths. The following frequency dependence of the real
part of the conductivity is predicted

where Re[σ̂(0)] is the dc conductivity, andb and s are
constants.25 Lee and co-workers find thats ) 2 for ω < ωc,
ands ) 1/3 for ω > ωc in conducting polymers on the insulator
side of the metal-insulator transition. The critical frequency
ωc is related to the length scale of the disorder.25 Our data clearly
exhibit this dependence, as shown in Figure 2. The value ofωc

that describes our data best is 2π(0.55 THz), corresponding to
a length scale of 5.4 to 17.1 nm depending on the effective
mass of the electrons.26,27

Smith proposed a classical modification to the Drude model
that allows for a significant deviation from the general Drude
features described above.28,29The functional form of the model
describes the complex conductivityσ̂(ω) as

It consists of the basic Drude model, plus additional terms that
account for the fraction of the carrier’s initial velocity retained
after experiencing thenth collision cn. The free-space permit-
tivity is εo, τ is the carrier collision time,ω ) 2πν is the radial
frequency, and the plasma frequency is given byωp

2 ) Ne2/
(εom*), where N is the carrier density andm* is the carrier
effective mass. As discussed in ref 29, only the first term in the
summation is retained, andc1 is denotedc. Whenc ) 0, the
standard Drude model is obtained. Whenc ) -1, the real part
of the conductivity is 0 at dc and the imaginary part of the
conductivity is negative at low frequencies as seen in Figure 1.
This is interpreted as conductivity dominated by backscatter-
ing.29 Smith has applied this model to the optical conductivity
of liquid Hg and Te, as well as the quasicrystal Al63.5Cu24.5-
Fe12, all of which are systems that can be described as poor
conductors, or materials near the metal-insulator transition.29

A time-domain picture of the conductivity is provided by the
current impulse response function. Whenc ) -1 the response
function becomes negative att/τ ) 1 (see inset of Figure 1),
resulting in zero net current displacement or, equivalently, zero

Figure 1. Experimentally determined real (a) and imaginary (b) parts
of the conductivity at 77 K in unsintered TiO2 sensitized with Ru535.
Open circles are representative data taken 3 ps after photoexcitation,
with the best fit of the Smith model shown as a solid line. The Drude
conductivity is shown for comparison (dashed line). Parameters for
the Smith model areωp ) 20.7× 1012 s-1, τ ) 84 fs, andc ) -0.93.
The inset shows the current impulse response functionj(t)/j(0) for the
Smith model withc ) -0.93 (solid line) and Drude model (dashed
line).

Figure 2. Fit of two functional forms to the real part of the conductivity
to illustrate Anderson Localization. Data from 3 ps after photoexcitation
is shown with open circles,ω2 dependence is plotted as a solid line,
and theω1/3 dependence is plotted with a dashed line. A thin dashed
vertical line is used to indicate the critical frequencyωc/2π. This
frequency dependence is characteristic of a Fermi glass, or a system
on the insulator side of the metal-insulator transition.25

Re[σ̂(ω)] ) Re[σ̂(0)] + bωs (1)

σ̂(ω) )
εoωp

2τ

(1 - iωτ)[1 + ∑
n)1

∞ cn

(1 - iωτ)n] (2)
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dc conductivity. Values ofc near-1 result in small fractional
current displacements and small (but nonzero) dc conductivity.
Smith’s model best represents our data whenc ≈ -0.9, as
indicated by the best fit to the data shown in Figure 1.

Two-dimensional grids of the complex-valued photoconduc-
tivity as a function of time after photoexcitation are shown in
Figure 3. Overlaid are contour plots resulting from a global two-
dimensional fit of Smith’s model to the data (see caption for
details). Cuts through selected time and frequency values are
shown in Figure 4 to illustrate the high quality of the fit. Smith’s
model accurately describes the data at all pump-probe delay
times. Plots of the parametersτ andc as a function of pump

delay time are shown in Figure 5. As the initially hot carriers
cool to the conduction band edge by emission of LO phonons,
the time between collisions increases exponentially from 32 fs
to a value of 84 fs with a time constant of 190 fs. The time-
dependence of thec parameter is similar, starting at a value of
-0.65 and decaying on a 330 fs time scale to a value of-0.9.
This indicates that the conductivity is initially more Drude-like,
and then evolves into a conduction dominated by backscattering
(c ≈ -0.9) as the carriers equilibrate with the lattice, becoming
more susceptible to scattering off of grain boundaries and
nanoparticle surfaces.

The carrier densityN is calculated to be 1.2× 1018 cm-3

(using the anatase effective mass26 of 10me). Assuming the films
consist of 50% void space leads to an average density of about
20 electrons per particle. This is a factor of 2.5 less than the
carrier density estimated from the input photon flux, but could
be due to several factors such as reflectivity losses that were
not accounted for, or electrons that reside in deep traps and are
not detected by the THz probe pulse. The Drude model, and
Smith’s modification, assumes that the electrons are inde-
pendent. This assumption is valid when carriers are separated
on average by an amount greater than their screened Coulombic
interaction length,lc ) e2/4πεoεkBT, which is 2.2 nm for rutile.
This corresponds to an upper limit for the carrier density of 2.3
× 1019 cm-3 at 77 K, or 188 electrons per 25 nm diameter
particle. This indicates that the densities used in these experi-
ments will not affect our results. To be certain, we have verified
that reducing the carrier density to less than 2 electrons per
particle has no effect on our results other than decreasing the
magnitude of the conductivity.

Once the carriers have cooled to the conduction band edge,
their mean free pathl ) Vthτ can be calculated based on their
thermal velocityVth ) x3kBT/m*.15 In bulk rutile TiO2, the
mean free path calculated from our measurement of the
conductivity is about 6 nm (using an electron effective mass of
10me).21 Confining the carriers to a spherical nanoparticle of
25 nm diameter results in an effective mean free path ofleff e
4.0 nm according to Mattheissen’s rule30

We measure a mean free path in the nanoparticles of 1.6 nm (τ
) 84 fs and the anatase effective mass ism* ) 10 me),26 in
agreement with the inequality of Mattheissen’s rule. This
indicates that the reduced mobility (and mean free path) in the
P25 nanoparticles can be explained by the presence of additional

Figure 3. Real (a) and imaginary (b) parts of the frequency-dependent
conductivity in Ru535/TiO2 as a function of delay from the pump pulse
arrival time. The contour lines are based on a global fit that contains
an outer fitting loop in which the carrier density is parametrized as a
function of time by a Heaviside step function convoluted with a
Gaussian. An inner loop of the fit optimizes the Smith model to the
data at a given time after photoexcitation using a fixed value for the
carrier density as determined in the outer loop. The extracted parameters
are a Gaussian full-width half-maximum of 215 fs, and a plasma
frequency ofωp ) 19.8× 1012 s-1 (see Figure 5).

Figure 4. Real (dashed lines) and imaginary (dotted lines) components
of the conductivity from the 2D grid of Figure 3, with results from the
Smith model (solid lines). Parts a, b, and c show the frequency-
dependent conductivity at 2.0, 0.5, and 0.2 ps after photoexcitation,
respectively. Parts d, e, and f display the time-dependent conductivity
at selected frequencies of 1.4, 0.9, and 0.4 THz, respectively.

Figure 5. Plot of the carrier scattering timeτ (open squares) andc
(solid squares) as a function of pump delay time based on global fit
described in Figure 3. The solid line indicates the onset of photocon-
ductivity.
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scattering processes, in agreement with the models of disorder-
induced localization and carrier backscattering already presented.

We calculate the ac mobility, based on the scattering time
and effective mass, to beµ ) 15 cm2 V-1 s-1. According to
the Smith model with ac parameter of-0.9, the dc mobility
will be a factor of 10 less than the ac mobility, or 1.5 cm2 V-1

s-1. This is orders of magnitude greater than reported drift
mobilities of electrons in DSSCs,31,32 but is closer to the 0.09
cm2 V-1 s-1 reported at GHz frequencies from TRMC measure-
ments.16 This discrepancy in the dc mobility is likely due to
the fact that our lowest frequency data is at 200 GHz, and we
extrapolate to dc. While the ac mobility is reduced from what
is observed in bulk TiO2, the intraparticle mobility is very high
compared to the low dc mobilities often reported. The idea of
highly mobile electrons within TiO2 nanoparticles is in stark
contrast to theoretical models based on low experimental drift
mobilities, which describe electrons as trapped at the surface
of the nanoparticle and are only occasionally mobile as they
hop from trap to trap.3,4

Conclusions

These TRTS results demonstrate that the carriers within TiO2

nanoparticles deviate from their bulk Drude-like behavior.
However, at short length scales the carriers are still quite mobile,
with longer range transport hindered by disorder. A similar
conclusion was postulated based on TRMC measurements of
several different TiO2 morphologies.16 We have provided an
unprecedented level of detail about the microscopic nature of
charge transport in nanocrystalline TiO2 films. By measuring
the frequency-dependent complex conductivity on a sub-
picosecond time scale, we have shown that carrier cooling within
the conduction band occurs in about 300 fs. These observations
are consistent with the present understanding of dc transport in
actual DSSC assemblies, and provide new insight into the nature
of the conduction mechanism. Present models describe a power-
law dc transport behavior in DSSCs arising from trapping/
detrapping with a distribution of barrier heights.3,4 Activated
transport, as incorporated into these continuous-time random
walk (CTRW) models,3,4 is also implicit in the Anderson
description of a disordered material on the insulator side of the
metal-insulator transition, and as such isnot contradicted by
our measurements. The microscopic interpretation of transport
processes as arising from trapping/detrappingwithin nano-
particles, however, is inconsistent with our new observations.
It is now clear that electrons within nanoparticles are quite
mobile, yet their bulk transport is hindered by disorder.
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